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#### Abstract

In this work, we present a UAV with an H -shaped structure with four tilt rotors and equipped with a camera. We develop the complete dynamic model, which is used for numerical simulations. We also design a simplified dynamic model, which is formulated to facilitate the control system design. In the following, we develop a control system to UAV tracks feasible trajectories and orientate the camera, even in the presence of external disturbances and perturbations, such as wind gusts and modeling errors. To control the UAV position, we use the robust $H_{\infty}$ control technique and a dynamic inverse to compensate for the nonlinearities. To control the UAV attitude, rotors inclination, and camera pointing, we use the Generalized Super-Twisting Algorithm control technique and compensation of the nonlinearities. To analyze the system performance, we realize numerical simulations, where we verified a satisfactory performance.
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## 1. Introduction

The use of unmanned aerial vehicles (UAVs) has been shown very advantageous. Since replacing the manned aerial vehicles, we can have a cost reduction and perform previously unfeasible tasks.
The UAV we use in this work is the H -shaped quad tilt-rotor, which has the four rotors positioned, forming an H -shape (see Figure 1). With this structure, the UAV has direct actuation in two directions; which allows it to take off and land vertically and move forward/backward without inclining. This structure, which is little explored, shows advantages in tasks requiring high speeds or a coupled tool. An example of a task is surveillance. In this case, besides being composed of vigilant and fixed cameras, it also would have mobile cameras, increasing the coverage area and adding the possibility of following a target. Concerning the system structure, we can couple a camera to the UAV body through a gimbal mechanism, which offers more degrees of freedom for the camera movement. In this work, we use a gimbal with two degrees of freedom, as shown in Figure 1.
Also, we can add robust controllers to the whole system, aggregating robustness in situations in which the UAV is exposed to external disturbances.
Concerning the control systems, we found few works related to the H -shaped quad tilt rotor. In [1], is developed a control system for an H -shaped quad tilt rotor equipped with a camera aimed for racing purposes using PID controller, whose gains were tuned through genetic algorithm. Besides, 1 considered the rotors to move equally.
However, for others UAVs structures, we verify in the literature that control systems is a lot explored theme. This can be seen in [2-4], where were realized reviews of control techniques applied in UAVs. In these works, the UAV most used is the quad rotor in X-shape structure. Several control techniques have been used such as PID [5], LQR [6], robust control $H_{\infty}$ [7], feedback linearization [810], backstepping [6,7], sliding mode control (SMC) [11--15], and intelligent control system techniques [1,4]. After some analysis of the system response, robustness, and control effort, we concluded that, in general, the SMC presented the best performance [2-4].

The SMC is a robust nonlinear control technique that has been widely used. The conventional one, the first-order SMC, has the disadvantage of generating chattering, which is caused due to the discontinuity presented in the control signal. We can use the high-order SMC (HOSMC), characterized by a continuous control signal, whose times derivatives are discontinuous, to deal with this issue. Then, the chattering is attenuated, and the robustness is maintained [16].
As an example of a HOSMC methodology, we can cite the super-twisting algorithm (STA) [17]. This control technique is characterized by a continuous control signal with the first-time derivative discontinuous. Moreno and Osorio [18] analyzed this control signal robustness and verified that it has a strong action near the origin than far from there, dealing better with disturbances that act near the origin. Moreno [19] proposed a variation of the STA, known as generalized super-twisting algorithm (GSTA), by adding terms that grow over time. Then, besides having a strong actuation near the origin, it also has the capability of a strong action far from there, dealing with a large class of disturbances. In this work, we develop a control system for the H -shaped quad tilt rotor equipped with a camera presented in Figure 1 to track trajectories as well as to guide the camera even in the presence of external disturbances, such as wind gusts. Some of our preliminary works are presented in [20,21]. The paper is organized as follows. In Section 2 . we present briefly the complete and the simplified dynamic models, which is used for the control design. In Section $\sqrt{3}$. we present the control system development. In Section 4. we presented the results performed through numerical simulations. In Section .we present the work conclusions and proposes for future works.


Figure 1 - H -shaped quad tilt rotor.

## 2. System Model

In this Section, we use small letters to represent scalar variables, bold small letters to represent vectors and bold capital letters to indicate matrices. We also consider the representation $s_{*}=\sin (*)$ and $c_{*}=\cos (*)$.
To model the system, we fix coordinates systems in each body of the system. As we can see in Figure 2, the coordinates frames $\mathfrak{B}, \mathfrak{C}_{1}, \mathfrak{C}_{2}, \mathfrak{C}_{3}, \mathfrak{C}_{4}$, and $\mathfrak{C}_{5}$ are fixed in the center of mass of the UAV body, rotors 1, 2, 3, 4 and the gimbal, respectively.
We choose as generalized coordinates vector $\boldsymbol{q}=\left[\begin{array}{llll}\boldsymbol{\xi}^{T} & \boldsymbol{\eta}^{T} & \boldsymbol{\alpha}^{T} & \boldsymbol{\gamma}^{T}\end{array}\right]^{T} \in \mathbb{R}^{12 \times 1}$, where $\boldsymbol{\xi}=\left[\begin{array}{lll}x & y & z\end{array}\right]^{T}$ and $\boldsymbol{\eta}=\left[\begin{array}{lll}\phi & \theta & \psi\end{array}\right]^{T}$ represent the UAV position and attiude, respectively, $\boldsymbol{\alpha}=\left[\begin{array}{llll}\alpha_{1} & \alpha_{2} & \alpha_{3} & \alpha_{4}\end{array}\right]^{T}$ represents the rotors inclination and $\boldsymbol{\gamma}=\left[\begin{array}{ll}\gamma_{1} & \gamma_{2}\end{array}\right]^{T}$ represents the gimbal movement.

### 2.1 Kinematic Model

Using the Euler angles formalism and considering the generalized coordinates $\eta$, we obtain as rotation matrix [22]

$$
\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}}=\left(\boldsymbol{R}_{\mathfrak{B}_{z, \psi}}\right)\left(\boldsymbol{R}_{\mathfrak{B}_{y, \boldsymbol{\theta}}}\right)\left(\boldsymbol{R}_{\mathfrak{B}_{x, \boldsymbol{\phi}}}\right)=\left[\begin{array}{ccc}
c_{\psi} c_{\theta} & c_{\psi} s_{\theta} s_{\phi}-s_{\psi} c_{\phi} & c_{\psi} s_{\theta} c_{\phi}+s_{\psi} s_{\phi}  \tag{1}\\
s_{\psi} c_{\theta} & s_{\psi} s_{\theta} s_{\phi}+c_{\psi} c_{\phi} & s_{\psi} s_{\theta} c_{\phi}-c_{\psi} s_{\phi} \\
-s_{\theta} & c_{\theta} s_{\phi} & c_{\theta} c_{\phi}
\end{array}\right],
$$

where $\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}}$ represents the relation between the orientations of $\mathfrak{I}$ and $\mathfrak{B}$.


Figure 2 - UAV with coordinates frames.

As the rotor $i$ moves around ${ }^{\mathfrak{C}_{i}}$ and using the Euler angles representation, we have

$$
\boldsymbol{R}_{\mathbb{C}_{i}}^{\mathfrak{B}}=\left(\boldsymbol{R}_{c_{i y}, \boldsymbol{\alpha}_{i}}\right)=\left[\begin{array}{ccc}
c_{\alpha_{i}} & 0 & s_{\alpha_{i}}  \tag{2}\\
0 & 1 & 0 \\
-s_{\alpha_{i}} & 0 & c_{\alpha_{i}}
\end{array}\right],
$$

for $i=1,2,3,4$.
With regard to the gimbal, it moves around ${ }^{\mathfrak{C}_{5}}$ and ${ }^{\mathfrak{C}_{5}}$. Representing these movements respectively by the angles $\gamma_{1}$ and $\gamma_{2}$ and using the Euler angles representation, we have

$$
\boldsymbol{R}_{\mathbb{C}_{5}}^{\mathfrak{B}}=\left(\boldsymbol{R}_{\mathrm{c}_{s_{y}, \boldsymbol{\gamma}_{2}}}\right)\left(\boldsymbol{R}_{\mathfrak{B}_{z}, \gamma_{1}}\right)=\left[\begin{array}{ccc}
c_{\gamma_{1}} c_{\gamma_{2}} & -s_{\gamma_{1}} & c_{\gamma_{1}} s_{\gamma_{2}}  \tag{3}\\
s_{\gamma_{1}} c_{\gamma_{2}} & c_{\gamma_{1}} & s_{\gamma_{1}} s_{\gamma_{2}} \\
-s_{\gamma_{2}} & 0 & c_{\gamma_{2}}
\end{array}\right],
$$

where $\boldsymbol{R}_{\mathbb{C}_{5}}^{\mathfrak{B}}$ transforms the orientation of $\mathfrak{C}_{5}$ to $\mathfrak{B}$.
We achieve the kinematics relations by deriving with respect to time the relations in (1), (2) and (3), obtaining

$$
\begin{align*}
& \dot{\boldsymbol{R}}_{\mathfrak{B}}^{\mathfrak{J}}=\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}} \boldsymbol{S}\left(\boldsymbol{\omega}_{\mathfrak{B}}^{\mathfrak{I}}\right),  \tag{4}\\
& \dot{\boldsymbol{R}}_{\mathfrak{C}_{i}}^{\mathfrak{B}}=\boldsymbol{R}_{\mathbb{C}_{i}}^{\mathfrak{Z}} \boldsymbol{S}\left(\boldsymbol{\omega}_{\mathbb{C}_{i}}^{\mathfrak{B}}\right),  \tag{5}\\
& \dot{\boldsymbol{R}}_{\mathbb{C}_{5}}^{\mathfrak{B}}=\boldsymbol{R}_{\mathbb{C}_{5}}^{\mathfrak{B}} \boldsymbol{S}\left(\boldsymbol{\omega}_{\mathbb{C}_{5}}^{\mathfrak{B}}\right), \tag{6}
\end{align*}
$$

 are the angular velocity in $\mathfrak{B}, \mathfrak{C}_{i}$, and $\mathfrak{C}_{5}$, respectively. The matrices $\boldsymbol{S}\left(\boldsymbol{\omega}_{\mathfrak{B}}^{\mathfrak{J}}\right), \boldsymbol{S}\left(\boldsymbol{\omega}_{\mathfrak{C}_{i}}^{\mathfrak{B}}\right)$, and $\boldsymbol{S}\left(\boldsymbol{\omega}_{\mathfrak{C}_{5}}^{\mathfrak{B}}\right)$ are skew-symmetric matrices [?]. Manipulating (4), (5) and (6), we obtain the following relations

$$
\begin{align*}
& \boldsymbol{\omega}_{\mathfrak{B}}^{\mathfrak{J}}=\left[\begin{array}{ccc}
1 & 0 & -s_{\theta} \\
0 & c_{\phi} & c_{\theta} \theta_{\phi} \\
0 & -s_{\phi} & c_{\theta} c_{\phi}
\end{array}\right]\left[\begin{array}{l}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]=\boldsymbol{W}_{\boldsymbol{\eta}} \dot{\boldsymbol{\eta}},  \tag{7}\\
& \boldsymbol{\omega}_{\mathfrak{C}_{i}}^{\mathfrak{B}}=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right] \dot{\alpha}_{i}=\boldsymbol{w}_{\boldsymbol{\alpha}} \dot{\alpha},  \tag{8}\\
& \boldsymbol{\omega}_{\mathfrak{C}_{5}}^{\mathfrak{B}}=\left[\begin{array}{cc}
-s_{\gamma_{2}} & 0 \\
0 & 1 \\
C_{\gamma_{2}} & 0
\end{array}\right]\left[\begin{array}{l}
\dot{\gamma}_{1} \\
\dot{\gamma}_{2}
\end{array}\right]=\boldsymbol{W}_{\boldsymbol{\gamma}} \dot{\boldsymbol{\gamma}} . \tag{9}
\end{align*}
$$

To obtain the linear velocity, consider a point $P_{i}$ located at ${ }^{\mathfrak{C}_{i}} \boldsymbol{p}_{i}=\left[{ }^{\mathfrak{C}_{i}} p_{x_{i}} \mathfrak{c}_{i} p_{y_{i}} \mathfrak{c}_{i} p_{z_{i}}\right]^{T}$ in $\mathfrak{C}_{i}$, for $i=$ $0,1,2,3,4,5$. Considering ${ }^{{ }^{\mathfrak{C}}} \boldsymbol{p}_{\boldsymbol{i}}$, we describe the location of $P_{i}$ in $\mathfrak{I}$ as

$$
\begin{equation*}
{ }^{\mathfrak{J}} \boldsymbol{p}_{i}=\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}}\left(\boldsymbol{R}_{\mathfrak{C}_{i}}^{\mathfrak{B} \mathfrak{C}_{i}} \boldsymbol{p}_{i}+d_{\mathbb{C}_{i}}^{\mathfrak{Z}}\right)+\boldsymbol{\xi}, \tag{10}
\end{equation*}
$$

where $\boldsymbol{d}_{\mathfrak{C}_{i}}^{\mathfrak{B}}=\left[\begin{array}{lll}d_{\mathfrak{C}_{i x}}^{\mathfrak{B}} & d_{\mathfrak{C}_{i_{y}}}^{\mathfrak{B}} & d_{\mathfrak{C}_{i_{z}}}^{\mathfrak{B}}\end{array}\right]^{T}$ is the distance between $\mathfrak{C}_{i}$ and $\mathfrak{B}$, for $i=0,1,2,3,4,5$. Being the relations (4), (5) and (6), we derive (10) with respect to time, obtaining

$$
\begin{equation*}
{ }^{\mathfrak{J}} \boldsymbol{v}_{i}={ }^{\mathfrak{I}} \dot{\boldsymbol{p}}_{i}=\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}} \boldsymbol{S}\left(\boldsymbol{\omega}_{\mathfrak{B}}^{\mathfrak{J}}\right)\left(\boldsymbol{R}_{\mathfrak{C}_{i}}^{\mathfrak{B} \mathfrak{C}_{i}} \boldsymbol{p}_{i}+\boldsymbol{d}_{\mathfrak{C}_{i}}^{\mathfrak{Z}}\right)+\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}} \boldsymbol{R}_{\mathbb{C}_{i}}^{\mathfrak{Z}} \boldsymbol{S}\left(\boldsymbol{\omega}_{\mathfrak{C}_{i}}^{\mathfrak{B}}\right)^{\mathfrak{C}_{i}} \boldsymbol{p}_{i}+\dot{\boldsymbol{\xi}}, \tag{11}
\end{equation*}
$$

for $i=0,1,2,3,4,5$.

### 2.2 Complete Dynamic Model

In this section, we develop the complete dynamic model of the H -shaped quad tilt rotor equipped with a camera using the Euler-Lagrange formalism.
We can describe the system model with the following structure

$$
\begin{equation*}
\boldsymbol{M}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{f}(\boldsymbol{q})+f_{\boldsymbol{d}}, \tag{12}
\end{equation*}
$$

where $\boldsymbol{M}(\boldsymbol{q}) \in \mathbb{R}^{12 \times 12}$ is the inertia matrix, $\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \in \mathbb{R}^{12 \times 12}$ is the centrifugal and Coriolis forces, $\boldsymbol{g}(\boldsymbol{q}) \in$ $\mathbb{R}^{12 \times 1}$ is the gravitational vector, $f \in \mathbb{R}^{12 \times 1}$ is the forces vector that affects the generalized coordinates, and $f_{d} \in \mathbb{R}^{12 \times 1}$ is the disturbance force vector.
Considering the velocity in (11), we obtain the inertia matrix through the kinetic energy $\mathscr{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ as

$$
\begin{equation*}
\mathscr{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\sum_{i=0}^{5}\left(\frac{1}{2} \int{ }^{\mathcal{I}} \boldsymbol{v}_{i}{ }^{T \mathcal{I}} \boldsymbol{v}_{i} d m_{i}\right)=\frac{1}{2} \dot{\boldsymbol{q}}^{T} \boldsymbol{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} . \tag{13}
\end{equation*}
$$

From (13), we obtain a inertia with the following structure

$$
\boldsymbol{M}(\boldsymbol{q})=\left[\begin{array}{cccc}
\boldsymbol{M}_{\boldsymbol{\xi}} & \boldsymbol{M}_{\boldsymbol{\xi}, \boldsymbol{\eta}} & \mathbb{O}_{3 \times 4} & \mathbb{O}_{3 \times 2}  \tag{14}\\
\boldsymbol{M}_{\xi, \boldsymbol{\eta}}^{T} & \boldsymbol{M}_{\boldsymbol{\eta}} & \boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\alpha}} & \boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\gamma}} \\
\mathbb{O}_{4 \times 3} & \boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\alpha}}^{T} & \boldsymbol{M}_{\boldsymbol{\alpha}} & \mathbb{O}_{4 \times 2} \\
\mathbb{O}_{2 \times 3} & \boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\gamma}}^{T} & \mathbb{O}_{2 \times 4} & \boldsymbol{M}_{\boldsymbol{\gamma}}
\end{array}\right],
$$

where $\mathbb{O}_{m \times n} \in \mathbb{R}^{m \times n}$ indicates a matrix of zero, and with

$$
\begin{aligned}
& \boldsymbol{M}_{\boldsymbol{\xi}}=m_{t} \mathbb{I}_{3 \times 3} \in \mathbb{R}^{3 \times 3}, \\
& \boldsymbol{M}_{\xi, \eta}=\boldsymbol{R}_{\mathfrak{3}}^{\mathcal{J}} \boldsymbol{H} \boldsymbol{W}_{\boldsymbol{\eta}} \in \mathbb{R}^{3 \times 3}, \\
& \boldsymbol{M}_{\boldsymbol{\eta}}=\boldsymbol{W}_{\boldsymbol{\eta}} \boldsymbol{J}_{\mathfrak{B}} \boldsymbol{W}_{\boldsymbol{\eta}} \in \mathbb{R}^{3 \times 3} \text {, } \\
& \boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\alpha}}=\boldsymbol{W}_{\boldsymbol{\eta}}^{T}\left[\begin{array}{llll}
\boldsymbol{R}_{\mathbb{C}_{1}}^{\mathfrak{B}} \boldsymbol{I}_{\mathfrak{C}_{1}} & \boldsymbol{R}_{\mathbb{C}_{2}}^{\mathfrak{Z}} \boldsymbol{I}_{\mathfrak{C}_{2}} & \boldsymbol{R}_{\mathbb{C}_{3}}^{\mathfrak{Z}} \boldsymbol{I}_{\mathfrak{C}_{3}} & \boldsymbol{R}_{\mathfrak{C}_{4}}^{\mathfrak{B}} \boldsymbol{I}_{\mathfrak{C}_{4}}
\end{array}\right] \boldsymbol{w}_{\boldsymbol{\alpha}} \in \mathbb{R}^{3 \times 4}, \\
& \boldsymbol{M}_{\boldsymbol{\alpha}}=\boldsymbol{w}_{\alpha}^{T}\left(\operatorname{diag}\left(\boldsymbol{I}_{\mathfrak{C}_{1}}, \boldsymbol{I}_{\mathfrak{C}_{2}}, \boldsymbol{I}_{\mathfrak{C}_{3}}, \boldsymbol{I}_{\mathfrak{C}_{4}}\right)\right) \boldsymbol{w}_{\alpha} \in \mathbb{R}^{4 \times 4}, \\
& \boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\gamma}}=\boldsymbol{W}_{\boldsymbol{\eta}}^{\boldsymbol{T}} \boldsymbol{R}_{\mathbb{C}_{5}}^{\mathfrak{B}} \boldsymbol{I}_{\mathcal{C}_{5}} \boldsymbol{W}_{\boldsymbol{\gamma}} \in \mathbb{R}^{3 \times 2}, \\
& \boldsymbol{M}_{\boldsymbol{\gamma}}=\boldsymbol{W}_{\boldsymbol{\gamma}}^{T} \boldsymbol{I}_{\mathrm{C}_{5}} \boldsymbol{W}_{\boldsymbol{\gamma}} \in \mathbb{R}^{2 \times 2} \text {, }
\end{aligned}
$$

where $\boldsymbol{I}_{\mathfrak{C}_{i}}$ is the inertia matrix, $m_{i}$ is mass of the body $i$, and

$$
\begin{aligned}
& m_{t}=\sum_{i=0}^{5} m_{i}, \\
& \boldsymbol{J}_{\mathfrak{B}}=\sum_{i=0}^{5} \boldsymbol{J}_{\mathfrak{B}_{i}}=\sum_{i=0}^{5}\left(\boldsymbol{R}_{\mathbb{C}_{i}}^{\mathfrak{B}} \boldsymbol{I}_{\mathcal{C}_{i}}\left(\boldsymbol{R}_{\mathfrak{C}_{i}}^{\mathfrak{Z}}\right)^{T}+m_{i} \boldsymbol{S}\left(\boldsymbol{d}_{\mathbb{C}_{i}}^{\mathfrak{B}}\right)^{T} \boldsymbol{S}\left(\boldsymbol{d}_{\mathbb{C}_{i}}^{\mathfrak{B}}\right)\right), \\
& \boldsymbol{H}=-\sum_{i=0}^{5} m_{i} \boldsymbol{S}\left(\boldsymbol{d}_{\mathbb{C}_{i}}^{\mathfrak{B}}\right),
\end{aligned}
$$

for $i=0,1,2,3,4,5$.
To obtain the centrifugal and Coriolis matrix, we use the Christoffel symbols of the first kind, as follows [22]

$$
\begin{equation*}
c_{k j}=\frac{1}{2} \sum_{i=1} 12\left(\frac{\partial m_{k j}}{\partial q_{i}}+\frac{\partial m_{k i}}{\partial q_{i}}-\frac{\partial m_{i j}}{\partial q_{k}}\right) \dot{q}_{i}, \tag{15}
\end{equation*}
$$

where $m_{k, j}$ and $c_{k, j}$ are the $(k, j)$-th elements of the matrices $\boldsymbol{M}(\boldsymbol{q})$ and $\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, respectively. We structure $\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ as

$$
\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\left[\begin{array}{cccc}
\mathbb{O}_{3 \times 3} & \boldsymbol{C}_{\xi, \boldsymbol{\eta}} & \mathbb{O}_{3 \times 4} & \mathbb{O}_{3 \times 2}  \tag{16}\\
\mathbb{O}_{3 \times 3} & \boldsymbol{C}_{\boldsymbol{\eta}} & \boldsymbol{C}_{\boldsymbol{\eta}, \boldsymbol{\alpha}} & \boldsymbol{C}_{\boldsymbol{\eta}, \boldsymbol{\gamma}} \\
\mathbb{O}_{4 \times 3} & \boldsymbol{C}_{\boldsymbol{\alpha}, \boldsymbol{\eta}} & \mathbb{O}_{4 \times 4} & \mathbb{O}_{4 \times 2} \\
\mathbb{O}_{2 \times 3} & \boldsymbol{C}_{\boldsymbol{\gamma}, \boldsymbol{\eta}} & \mathbb{O}_{2 \times 4} & \boldsymbol{C}_{\boldsymbol{\gamma}}
\end{array}\right] .
$$

We obtain the gravitational vector through the potential energy $\mathscr{U}(\boldsymbol{q})$ as $\boldsymbol{g}(\boldsymbol{q})=\frac{\partial \mathscr{U}(\boldsymbol{q})}{\partial \boldsymbol{q}}$, where

$$
\begin{equation*}
\mathscr{U}(\boldsymbol{q})=\sum_{i=0}^{5}-g \hat{\boldsymbol{k}}\left(\boldsymbol{\xi} m_{i}+\boldsymbol{R}_{\mathfrak{F}}^{\mathfrak{J}} \boldsymbol{d}_{\mathfrak{C}_{i}}^{\mathfrak{B}} m_{i}\right), \tag{17}
\end{equation*}
$$

with $\hat{\boldsymbol{k}}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$ and where $g$ is the gravity acceleration. The structure of $\boldsymbol{g}(\boldsymbol{q})$ is

$$
\boldsymbol{g}(\boldsymbol{q})=\left[\begin{array}{c}
\boldsymbol{g}_{\boldsymbol{\xi}}  \tag{18}\\
\boldsymbol{g}_{\eta} \\
\mathbb{O}_{4 \times 1} \\
\mathbb{O}_{2 \times 1}
\end{array}\right] .
$$

The vector $\boldsymbol{f}(\boldsymbol{q})=\left[\begin{array}{llll}\boldsymbol{f}^{\mathcal{J}^{T}} & \boldsymbol{\tau}_{\boldsymbol{\eta}}^{T} & \boldsymbol{\tau}_{\boldsymbol{\alpha}}^{T} & \boldsymbol{\tau}_{\boldsymbol{\gamma}}^{T}\end{array}\right]^{T}$ is composed by the forces $\boldsymbol{f}^{\mathcal{J}}=\left[\begin{array}{lll}f_{x}^{\mathcal{J}} & f_{y}^{\mathcal{J}} & f_{z}^{\mathcal{J}}\end{array}\right]^{T}$ and torques $\boldsymbol{\tau}_{\eta}^{T}=\left[\begin{array}{lll}\tau_{\phi} & \tau_{\theta} & \tau_{\psi}\end{array}\right]^{T}$ generated from the propellers forces $\boldsymbol{f}_{\boldsymbol{p}}=\left[\begin{array}{llll}f_{p_{1}} & f_{p_{2}} & f_{p_{3}} & f_{p_{4}}\end{array}\right]^{T}$. It also contains the torques of the rotors $\tau_{\alpha}=\left[\begin{array}{llll}\tau_{\alpha_{1}} & \tau_{\alpha_{2}} & \tau_{\alpha_{3}} & \tau_{\alpha_{4}}\end{array}\right]^{T}$ and the torque of the gimbal $\tau_{\alpha}=\left[\begin{array}{lll}\tau_{\gamma_{1}} & \tau_{\gamma_{2}}\end{array}\right]^{T}$. There is component of each propeller force in ${ }^{\mathfrak{B}} x$ and ${ }^{\mathfrak{B}} z$ directions. We also have torque due to the distance between the propeller location and $\mathfrak{B}$ origin, and due to the drag on the propellers. Being $k_{\tau}$ and $k_{e}$ the drag and thrust coefficients, respectively, we write the following relations to consider all the forces and torques generated by the propellers

$$
\begin{align*}
& \boldsymbol{f}^{\mathfrak{J}}=\boldsymbol{R}_{\mathfrak{B}}^{\mathcal{J}} f^{\mathfrak{B}}=\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}}\left[\begin{array}{llll}
b_{a_{1}} & b_{a_{2}} & b_{a_{3}} & b_{a_{4}}
\end{array}\right] f_{\boldsymbol{p}},  \tag{19}\\
& \boldsymbol{\tau}^{\mathfrak{J}}=\boldsymbol{W}_{\eta}^{T} \tau^{\mathfrak{B}}=\boldsymbol{W}_{\eta}^{T}\left[\begin{array}{llll}
b_{b_{1}} & b_{b_{2}} & b_{b_{3}} & b_{b_{4}}
\end{array}\right] \boldsymbol{f}_{\boldsymbol{p}}, \tag{20}
\end{align*}
$$

with

$$
\boldsymbol{b}_{a_{i}}=\left[\begin{array}{c}
s_{\alpha_{i}} \\
0 \\
c_{\alpha_{i}}
\end{array}\right], \quad \boldsymbol{b}_{b_{i}}=\left[\begin{array}{l}
d_{\mathcal{C}_{i}}^{\mathfrak{B}} c_{\alpha_{i}}+k \lambda_{i} s_{\alpha_{1}} \\
d_{\mathcal{C}_{i}}^{\mathfrak{B}} s_{\alpha_{i}}-d_{\mathcal{C}_{i}}^{\mathfrak{B}} c_{\alpha_{i}} \\
-d_{\mathcal{C}_{i y}}^{\mathfrak{B}} s_{\alpha_{i}}-k c_{\alpha_{i}}
\end{array}\right],
$$

for $i=1,2,3,4$, and with $k=\frac{k_{\tau}}{k_{e}}, \lambda_{1}=\lambda_{3}=-1$ and $\lambda_{2}=\lambda_{4}=1$.
With the relations (19) and (20), we write the vector $f(\boldsymbol{q})$ as

$$
\boldsymbol{f}(\boldsymbol{q})=\left[\begin{array}{cc}
\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}} \boldsymbol{B}_{a} & \mathbb{O}_{3 \times 6}  \tag{21}\\
\boldsymbol{W}_{\eta}^{T} \boldsymbol{B}_{b} & \mathbb{O}_{3 \times 6} \\
\mathbb{O}_{6 \times 4} & \mathbb{I}_{6 \times 6}
\end{array}\right]\left[\begin{array}{l}
f_{p} \\
\boldsymbol{\tau}_{\alpha} \\
\boldsymbol{\tau}_{\gamma}
\end{array}\right]=\boldsymbol{B}(\boldsymbol{q}) \boldsymbol{u},
$$

with $\boldsymbol{B}_{\boldsymbol{a}}=\left[\begin{array}{llll}\boldsymbol{b}_{a_{1}} & \boldsymbol{b}_{\boldsymbol{a}_{2}} & \boldsymbol{b}_{a_{3}} & \boldsymbol{b}_{a_{4}}\end{array}\right], \boldsymbol{B}_{\boldsymbol{b}}=\left[\begin{array}{llll}\boldsymbol{b}_{\boldsymbol{b}_{1}} & \boldsymbol{b}_{\boldsymbol{b}_{2}} & \boldsymbol{b}_{\boldsymbol{b}_{3}} & \boldsymbol{b}_{\boldsymbol{b}_{4}}\end{array}\right]$, and where $\boldsymbol{u} \in \mathbb{R}^{10 \times 1}$ is the real input control.
In conclusion, we use the model developed in this section to emulate a real H -shaped quad tilt rotor equipped with a camera in numerical simulations.

### 2.3 Simplified Dynamic Model for Control Design

As we are dealing with a strong and complex system, we simplify the complete model obtained in Section 2.2 to facilitate the control system development.
In this section, the main objective is to obtain a decoupled dynamic model. For that, we write the model as a sum of a decoupled dynamics and the errors due to the coupling terms neglected, just like

$$
\begin{align*}
& \boldsymbol{M}(\boldsymbol{q})=\hat{\boldsymbol{M}}(\boldsymbol{q})+\tilde{\boldsymbol{M}}(\boldsymbol{q}),  \tag{22}\\
& \boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\hat{\boldsymbol{C}}(\boldsymbol{q}, \boldsymbol{q})+\tilde{\boldsymbol{C}}(\boldsymbol{q}, \dot{\boldsymbol{q}}),  \tag{23}\\
& \boldsymbol{g}(\boldsymbol{q})=\hat{\mathbf{g}}(\boldsymbol{q})+\tilde{\boldsymbol{g}}(\boldsymbol{q}), \tag{24}
\end{align*}
$$

where $\hat{\boldsymbol{M}}(\boldsymbol{q}), \hat{\boldsymbol{C}}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, and $\hat{\boldsymbol{g}}(\boldsymbol{q})$ are the decoupled model and $\tilde{\boldsymbol{M}}(\boldsymbol{q}), \tilde{\boldsymbol{C}}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, and $\tilde{\boldsymbol{g}}(\boldsymbol{q})$ are the errors. With those matrices and vectors, we rewrite the model (12) as

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=\hat{\boldsymbol{M}}^{-1}(\boldsymbol{q})(-\hat{\boldsymbol{C}}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\hat{\boldsymbol{g}}(\boldsymbol{q})+\boldsymbol{f}(\boldsymbol{q}))+\boldsymbol{\rho}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) \tag{25}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\rho}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})=\hat{\boldsymbol{M}}^{-1}(\boldsymbol{q})\left(\boldsymbol{f}_{\boldsymbol{d}}-\tilde{\boldsymbol{M}}(\boldsymbol{q}) \ddot{\boldsymbol{q}}-\tilde{\boldsymbol{C}}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\tilde{\boldsymbol{g}}(\boldsymbol{q})\right)+\boldsymbol{d}(t) \tag{26}
\end{equation*}
$$

where the vector $\boldsymbol{d}(t) \in \mathbb{R}^{12 \times 1}$ is added to represent wind gusts disturbances.
Note that $\boldsymbol{\rho}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})$ depends of the generalized coordinates and its time derivatives. As those coordinates are bounded, it is reasonable to make the following assumption.

Assumption 1 The uncertainty $\boldsymbol{\rho}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})$ is bounded as

$$
\begin{equation*}
\|\boldsymbol{\rho}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})\| \leq \overline{\boldsymbol{\rho}}, \tag{27}
\end{equation*}
$$

with $\overline{\boldsymbol{\rho}} \geq 0$.
In addition, we can obtain a decoupled vector $\overline{\boldsymbol{\rho}}=\left[\begin{array}{llll}\overline{\boldsymbol{\rho}}_{\boldsymbol{\xi}}^{T} & \overline{\boldsymbol{\rho}}_{\boldsymbol{\eta}}^{T} & \overline{\boldsymbol{\rho}}_{\boldsymbol{\alpha}}^{T} & \overline{\boldsymbol{\rho}}_{\gamma}^{T}\end{array}\right]^{T}$ through numerical simulation considering the generalized coordinates boundaries.
In the following, we omit the terms $(\boldsymbol{q}),(\boldsymbol{q}, \dot{\boldsymbol{q}}),(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})$ and $(t)$ to simplify the notation.
To obtain a decoupled system, we consider: $i$ ) the origin of $\mathfrak{B}, \mathfrak{C}_{0}$ and $\mathfrak{C}_{5}$ are coincident, which imply in $\left.\boldsymbol{d}_{\mathbb{C}_{0}}^{\mathfrak{Z}}=\boldsymbol{d}_{\mathbb{C}_{5}}^{\mathfrak{Z}}=\mathbb{O}_{3 \times 1} ; i i\right)$ the rotors are symmetrically located, which lead to $\left|d_{\mathbb{C}_{i}}^{\mathfrak{B}}\right|=\bar{d}_{x},\left|d_{\mathfrak{C}_{\mathfrak{C}_{y}}}^{\mathfrak{B}}\right|=\bar{d}_{y}$ and $\left|d_{\mathcal{C}_{i z}}^{\mathfrak{B}}\right|=0$, for $\left.i=1,2,3,4 ; i i i\right)$ the dynamics of the UAV attitude and rotors inclination are decoupled, by doing $\boldsymbol{J}_{\mathfrak{B}_{0}} \gg \boldsymbol{J}_{\mathfrak{B}_{i}} \approx \mathbb{O}_{3 \times 3}$, for $i=1,2,3,4,5 ; i v$ ) the mass and inertia of the rotors are equal; and $v$ ) the coupling terms are $\boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\alpha}} \approx \mathbb{O}_{3 \times 4}$ and $\boldsymbol{M}_{\boldsymbol{\eta}, \boldsymbol{\gamma}} \approx \mathbb{O}_{3 \times 2}$. By doing this, we obtain

$$
\hat{\boldsymbol{M}}=\left[\begin{array}{cccc}
\hat{\boldsymbol{M}}_{\boldsymbol{\xi}} & \mathbb{O}_{3 \times 3} & \mathbb{O}_{3 \times 4} & \mathbb{O}_{3 \times 2} \\
\mathbb{O}_{3 \times 3} & \hat{\boldsymbol{M}}_{\boldsymbol{\eta}} & \mathbb{O}_{3 \times 4} & \mathbb{O}_{3 \times 2} \\
\mathbb{O}_{4 \times 3} & \mathbb{O}_{4 \times 3} & \hat{\boldsymbol{M}}_{\alpha} & \mathbb{O}_{4 \times 2} \\
\mathbb{O}_{2 \times 3} & \mathbb{O}_{2 \times 3} & \mathbb{O}_{2 \times 4} & \hat{\boldsymbol{M}}_{\boldsymbol{\gamma}}
\end{array}\right], \quad \hat{\boldsymbol{C}}=\left[\begin{array}{cccc}
\mathbb{O}_{3 \times 3} & \mathbb{O}_{3 \times 3} & \mathbb{O}_{3 \times 4} & \mathbb{O}_{3 \times 2} \\
\mathbb{O}_{3 \times 3} & \hat{\boldsymbol{C}}_{\boldsymbol{\eta}} & \mathbb{O}_{3 \times 4} & \mathbb{O}_{3 \times 2} \\
\mathbb{O}_{4 \times 3} & \mathbb{O}_{4 \times 3} & \mathbb{O}_{4 \times 4} & \mathbb{O}_{4 \times 2} \\
\mathbb{O}_{2 \times 3} & \mathbb{O}_{2 \times 3} & \mathbb{O}_{2 \times 4} & \hat{\boldsymbol{C}}_{\boldsymbol{\gamma}}
\end{array}\right], \quad \hat{\boldsymbol{g}}=\left[\begin{array}{c}
\hat{\boldsymbol{g}}_{\xi} \\
\mathbb{O}_{3 \times 1} \\
\mathbb{O}_{4 \times 1} \\
\mathbb{O}_{2 \times 1}
\end{array}\right] .
$$

We also have coupling terms in the vector $\boldsymbol{f}(\boldsymbol{q})$, as we can see in (21). Thus, to divide the dynamics (25), we consider the relations (19) and (20) and obtain

$$
\begin{align*}
\ddot{\boldsymbol{\xi}} & =\hat{\boldsymbol{M}}_{\boldsymbol{\xi}}^{-1}\left(-\hat{\boldsymbol{G}}_{\boldsymbol{\xi}}+\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{3}} \boldsymbol{f}^{\mathfrak{B}}\right)+\boldsymbol{\rho}_{\boldsymbol{\xi}},  \tag{28}\\
\ddot{\boldsymbol{\eta}} & =\hat{\boldsymbol{M}}_{\boldsymbol{\eta}}^{-1}\left(-\hat{\boldsymbol{C}}_{\boldsymbol{\eta}} \dot{\boldsymbol{\eta}}+\boldsymbol{W}_{\boldsymbol{\eta}}^{T} \boldsymbol{\tau}^{\mathfrak{B}}\right)+\boldsymbol{\rho}_{\boldsymbol{\eta}},  \tag{29}\\
\ddot{\boldsymbol{\alpha}} & =\hat{\boldsymbol{M}}_{\boldsymbol{\alpha}}^{-1} \tau_{\alpha}+\boldsymbol{\rho}_{\boldsymbol{\alpha}},  \tag{30}\\
\ddot{\boldsymbol{\gamma}} & =\hat{\boldsymbol{M}}_{\boldsymbol{\gamma}}^{-1}\left(-\hat{\boldsymbol{C}}_{\boldsymbol{\gamma}} \dot{\boldsymbol{\gamma}}+\boldsymbol{\tau}_{\alpha}\right)+\boldsymbol{\rho}_{\gamma} . \tag{31}
\end{align*}
$$

Finally, we use the subsystems (28), (29), (30) and (31) for the control system development.

## 3. Control

This section develops a robust control system for the H -shaped quad tilt rotor equipped with a camera. We observe in Section 2.3 that we are dealing with a nonlinear and underactuated system. A common solution found in the literature corresponds to developing a cascade control system to deal with the underactuated behavior. In this scheme, we control the UAV position in the outer loop and the UAV attitude in the inner loop and use the roll reference as an intermediate control input.
As we can see in 28) and 29), the control input are the signals $f^{\mathfrak{B}}$ and $\tau^{\mathfrak{B}}$. To obtain the propellers forces and rotors inclination correspondent to the force and torque in $\mathfrak{B}$, we develop a mapping basing on the work of [20]. The control scheme proposed is presented in Figure (3).


Figure 3 - Control Scheme.
To control the UAV position, we choose the feedback linearization and the robust control $H_{\infty}$ techniques. We use the generalized super-twisting sliding mode control technique with a control law to compensate for the nonlinearities for the remaining subsystems.

### 3.1 UAV Position Controller

In this section, we develop the control system for the UAV position using the feedback linearization and the robust control $H_{\infty}$ techniques.
Considering the dynamic (28), which will be used for the control development, we formulate the feedback linearization control law as

$$
\begin{equation*}
\boldsymbol{f}^{\mathfrak{B}}=\left(\boldsymbol{R}_{\mathfrak{B}}^{\mathfrak{J}}\right)^{T}\left(\hat{\boldsymbol{M}}_{\boldsymbol{\xi}}^{-1}\left(\boldsymbol{v}_{\boldsymbol{\xi}}+\ddot{\boldsymbol{\xi}}_{\boldsymbol{r}}\right)+\hat{\boldsymbol{G}}_{\boldsymbol{\xi}}\right), \tag{32}
\end{equation*}
$$

where $\boldsymbol{\xi}_{r}=\left[\begin{array}{lll}x_{r} & y_{r} & z_{r}\end{array}\right]^{T}$ is the position reference and $\boldsymbol{v}_{\boldsymbol{\xi}}=\left[\begin{array}{lll}v_{x} & v_{y} & v_{z}\end{array}\right]^{T}$ is the control law formulated by the robust $H_{\infty}$ technique. Replacing the control law in 28) and being $\tilde{\boldsymbol{\xi}}=\boldsymbol{\xi}-\boldsymbol{\xi}_{r}$ the error dynamics,
we obtain the following linear and decoupled dynamics

$$
\begin{equation*}
\ddot{\xi}=v_{\xi}+\rho_{\xi} \tag{33}
\end{equation*}
$$

As we are dealing with a decoupled dynamic, we divide (33) in the three subsystems $\ddot{x}=v_{x}+\rho_{x}$, $\ddot{y}=v_{y}+\rho_{y}$ and $\ddot{z}=v_{z}+\rho_{z}$. To write a state space model, we define as states vector $\tilde{\boldsymbol{q}}_{x}=\left[\begin{array}{lll}\tilde{x} & \dot{x} & \int \tilde{x}\end{array}\right]^{T}$, $\tilde{\boldsymbol{q}}_{y}=\left[\begin{array}{ccc}\tilde{y} & \dot{y} & \int \tilde{y}\end{array}\right]^{T}$, and $\tilde{\boldsymbol{q}}_{z}=\left[\begin{array}{ccc}\tilde{z} & \dot{z} & \int \\ z\end{array}\right]^{T}$, where the integral term is added to improve the system response. With those vectors, we write each dynamic as

$$
\begin{equation*}
\dot{\tilde{\boldsymbol{q}}}_{i}=\boldsymbol{A}_{i} \tilde{\boldsymbol{q}}_{i}+\boldsymbol{b}_{u_{i}} v_{i}+\boldsymbol{b}_{d_{i}} \boldsymbol{\rho}_{\boldsymbol{i}} \tag{34}
\end{equation*}
$$

with

$$
\boldsymbol{A}_{\boldsymbol{i}}=\left[\begin{array}{lll}
0 & 1 & 0  \tag{35}\\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right], \quad \boldsymbol{b}_{\boldsymbol{u}_{i}}=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right], \quad \boldsymbol{b}_{\boldsymbol{d}_{\boldsymbol{i}}}=\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right],
$$

for $i=\{x, y, z\}$.
We design the control laws as $v_{i}=\boldsymbol{k}_{i} \tilde{\boldsymbol{q}}_{\boldsymbol{i}}$, where $\boldsymbol{k}_{\boldsymbol{i}} \in \mathbb{R}^{1 \times 3}$, for $i=\{x, y, z\}$, are gains vectors. Replacing those control laws and being $\boldsymbol{\vartheta}_{\boldsymbol{i}}$ the output system for input $\boldsymbol{\rho}_{\boldsymbol{i}}$, we have in closed-loop

$$
\begin{align*}
& \dot{\boldsymbol{q}}_{i}=\underbrace{\left(A_{i}+b_{u_{i}} k_{i}\right)}_{A_{c l_{i}}} \tilde{q}_{i}+b_{d_{i}} \rho_{i}=A_{c l_{i}} \tilde{q}_{i}+b_{d_{i}} \rho_{i} \\
& \boldsymbol{\vartheta}_{i}=\underbrace{\left(\boldsymbol{C}_{i}+d_{u_{i}} k_{i}\right)}_{C_{c l_{i}}} \tilde{\boldsymbol{q}}_{i}+d_{d_{i}} \rho_{i}=C_{c l_{i}} \tilde{q}_{i}+d_{d_{i}} \rho_{i} \tag{36}
\end{align*}
$$

where $\boldsymbol{C}_{\boldsymbol{i}}, \boldsymbol{d}_{\boldsymbol{u}_{i}}$, and $\boldsymbol{d}_{\boldsymbol{d}_{\boldsymbol{i}}}$, for $i=\{x, y, z\}$, are weighting matrices for the robust control $H_{\infty}$.
The objective of the robust $H_{\infty}$ control technique is to minimize the system norm $H_{\infty}$, minimizing the disturbance effect on the system output [23,24]. Being $H_{i}(s)$ the system transfer function and considering the disturbances $\rho_{i}$ have energy bounded, we can write

$$
\begin{equation*}
\left\|H_{i}(s)\right\|_{\infty}=\sup \frac{\left\|\boldsymbol{\vartheta}_{\boldsymbol{i}}\right\|_{2}}{\left\|\boldsymbol{\rho}_{\boldsymbol{i}}\right\|_{2}} \leq \chi_{i} \tag{37}
\end{equation*}
$$

for $i=\{x, y, z\}$.
To analyze the closed loop stability, we propose the Lyapunov function $V\left(\tilde{\boldsymbol{q}}_{i}\right)=\tilde{\boldsymbol{q}}_{i}^{T} \boldsymbol{P}_{i} \tilde{\boldsymbol{q}}_{i}, \boldsymbol{P}_{i}=\boldsymbol{P}_{i}^{T}>0$, whose derivative $\dot{V}_{i}\left(\tilde{\boldsymbol{q}}_{i}\right)$ must be negative definite. Considering (37) and $\dot{V}_{i}\left(\tilde{\boldsymbol{q}}_{i}\right)=\dot{\tilde{\boldsymbol{q}}}_{i}^{T} \boldsymbol{P}_{i} \tilde{\boldsymbol{q}}_{i}+\tilde{\boldsymbol{q}}_{i}^{T} \boldsymbol{P}_{i} \dot{\tilde{q}}_{i}<0$, we write

$$
\begin{equation*}
\dot{\tilde{\boldsymbol{q}}}_{i}^{T} \boldsymbol{P}_{i} \tilde{\boldsymbol{q}}_{i}+\tilde{\boldsymbol{q}}_{i}^{T} \boldsymbol{P}_{i} \dot{\boldsymbol{q}}_{i}+\boldsymbol{\vartheta}_{i}^{T} \boldsymbol{\vartheta}_{i}-\chi_{i}^{2} \boldsymbol{\rho}_{\boldsymbol{i}}^{T} \boldsymbol{\rho}_{i}<0 \tag{38}
\end{equation*}
$$

for $i=\{x, y, z\}$.
With the dynamic (36), we rewrite (38) as

$$
\left[\begin{array}{ll}
\tilde{\boldsymbol{q}}_{i}^{T} & \boldsymbol{\rho}_{\boldsymbol{i}}^{T}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{A}_{c l_{i}}^{T} \boldsymbol{P}_{\boldsymbol{i}}+\boldsymbol{P}_{i} \boldsymbol{A}_{c l_{i}}+\boldsymbol{C}_{c l_{i}}^{T} \boldsymbol{C}_{\boldsymbol{c} \boldsymbol{l}_{i}} & \boldsymbol{P}_{i} \boldsymbol{B}_{\boldsymbol{d}_{i}}+\boldsymbol{C}_{c l_{i}}^{T} \boldsymbol{D}_{\boldsymbol{d}_{i}}  \tag{39}\\
\boldsymbol{B}_{\boldsymbol{d}_{i}} \boldsymbol{P}_{\boldsymbol{i}}+\boldsymbol{D}_{\boldsymbol{d}_{i}}^{T} \boldsymbol{C}_{\boldsymbol{c} \boldsymbol{l}_{i}}^{T} & \boldsymbol{D}_{\boldsymbol{d}_{\boldsymbol{i}}} \boldsymbol{D}_{\boldsymbol{d}_{i}}-\chi^{2} \mathbb{I}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}}_{i} \\
\boldsymbol{\rho}_{i}
\end{array}\right]<0,
$$

for $i=\{x, y, z\}$. We verify that $(39)$ is negative definite if the following condition is satisfied

$$
\left[\begin{array}{cc}
\boldsymbol{A}_{c l_{i}}^{T} \boldsymbol{P}_{i}+\boldsymbol{P}_{i} \boldsymbol{A}_{c l_{i}}+\boldsymbol{C}_{c l_{i}}^{T} \boldsymbol{C}_{\boldsymbol{c} \boldsymbol{l}_{i}} \boldsymbol{P}_{i} \boldsymbol{B}_{d_{i}}+\boldsymbol{C}_{\boldsymbol{c l}_{\boldsymbol{i}}}^{T} \boldsymbol{D}_{d_{i}}  \tag{40}\\
\boldsymbol{B}_{d_{i}} \boldsymbol{P}_{i}+\boldsymbol{D}_{d_{i}}^{T} \boldsymbol{C}_{c l_{i}} & \boldsymbol{D}_{d_{i}}^{T} \boldsymbol{D}_{d_{i}}-\chi^{2} \mathbb{I}
\end{array}\right]<0,
$$

for $i=\{x, y, z\}$. To formulate a stabilization problem, we manipulate mathematically the matrix in (40) to become it linear. The mathematical manipulation consist in the following steps: $i$ ) pre and post multiply the matrix by diag $\left(P_{i}^{-1}, \mathbb{I}\right)$; ii) apply the Schur complement [23]; and iii) change the variables $\boldsymbol{W}_{\boldsymbol{i}}=\boldsymbol{P}_{\boldsymbol{i}}^{-1}, \boldsymbol{Y}_{\boldsymbol{i}}=\boldsymbol{k}_{\boldsymbol{i}} \boldsymbol{P}_{i}^{-1}, \mu_{i}=\chi_{i}^{2}$. Then, we obtain

$$
\left[\begin{array}{ccc}
\boldsymbol{A}_{i} \boldsymbol{W}_{i}+\boldsymbol{W}_{i} \boldsymbol{A}_{i}^{T}+\boldsymbol{B}_{u_{i}} \boldsymbol{Y}_{i}+\boldsymbol{Y}_{i}^{T} \boldsymbol{B}_{u_{i}} & * & *  \tag{41}\\
\boldsymbol{B}_{d_{i}} & -\mu_{i} \mathbb{I} & * \\
\boldsymbol{C}_{i} \boldsymbol{W}_{i}+\boldsymbol{D}_{u_{i}} \boldsymbol{Y}_{i} & \boldsymbol{D}_{d_{i}} & \mathbb{I}
\end{array}\right]<0,
$$

for $i=\{x, y, z\}$.
Considering (41], we propose the Theorem 1 in order to minimize the $\left\|H_{i}\right\|_{\infty}$.
Theorem 1 Characterizing the norm of the closed-loop system (36) as $\left\|H_{i}\right\|_{\infty} \leq \chi_{i}$, if the following optimization problem

$$
\begin{align*}
& \underset{\mu, \boldsymbol{W}_{i}, Y_{i}}{\operatorname{minimize}} \quad \mu_{i} \\
& \text { subject to } \\
& \boldsymbol{Y}_{\boldsymbol{i}}>0 \text {, }  \tag{42}\\
& \boldsymbol{W}_{\boldsymbol{i}}=\boldsymbol{W}_{\boldsymbol{i}}^{T}>0,  \tag{43}\\
& {\left[\begin{array}{ccc}
\boldsymbol{A}_{i} \boldsymbol{W}_{i}+\boldsymbol{W}_{i} \boldsymbol{A}_{i}^{T}+\boldsymbol{B}_{u_{i}} \boldsymbol{Y}_{i}+\boldsymbol{Y}_{\boldsymbol{i}}^{T} \boldsymbol{B}_{\boldsymbol{u}_{i}} & * & * \\
\boldsymbol{B}_{\boldsymbol{d}_{i}} & -\mu_{\mathbb{I}} & * \\
\boldsymbol{C}_{\boldsymbol{i}} \boldsymbol{W}_{\boldsymbol{i}}+\boldsymbol{D}_{u_{i}} \boldsymbol{Y}_{\boldsymbol{i}} & \boldsymbol{D}_{\boldsymbol{d}_{i}} & \mathbb{I}
\end{array}\right]<0} \tag{44}
\end{align*}
$$

is feasible, the closed-loop system (36) is asymptotically stable and the gains matrices and the norm $H_{\infty}$ are given by

$$
\begin{align*}
& k_{i}=Y_{i} W_{i}^{-1}  \tag{45}\\
& \left\|H_{i}\right\|_{\infty} \leq \sqrt{\mu_{i}} \tag{46}
\end{align*}
$$

for $i=\{x, y, z\}$.

### 3.2 UAV Attitude, Rotors Inclination and Camera Pointing Controllers

We design the UAV attitude, rotors inclinations and camera pointing controllers basing on the dynamics 29, 30 and (31). First, we divide the control signals $\tau^{\mathfrak{B}}, \tau_{\alpha}$ and $\tau_{\gamma}$ as

$$
\begin{align*}
& \tau^{\mathfrak{B}}=\hat{\tau}^{\mathfrak{B}}+\tau_{1}^{\mathcal{B}},  \tag{47}\\
& \tau_{\alpha}=\hat{\tau}_{\alpha}+\tau_{1_{\alpha}}  \tag{48}\\
& \boldsymbol{\tau}_{\boldsymbol{\gamma}}=\hat{\tau}_{\boldsymbol{\gamma}}+\boldsymbol{\tau}_{1_{\gamma}} \tag{49}
\end{align*}
$$

where $\hat{\tau}^{\mathfrak{B}}=\left[\begin{array}{lll}\hat{\tau}_{\phi}^{\mathcal{B}} & \hat{\tau}_{\theta}^{\mathcal{B}} & \hat{\tau}_{\psi}^{\mathfrak{B}}\end{array}\right]^{T}, \hat{\tau}_{\alpha}=\left[\begin{array}{llll}\hat{\tau}_{\alpha_{1}} & \hat{\tau}_{\alpha_{2}} & \hat{\tau}_{\alpha_{3}} & \hat{\tau}_{\alpha_{4}}\end{array}\right]^{T}$ and $\hat{\tau}_{\gamma}=\left[\begin{array}{lll}\hat{\tau}_{\gamma_{1}} & \hat{\tau}_{\gamma_{2}}\end{array}\right]^{T}$ are responsible to compensate the nonlinearities and to stabilize the nominal system, and $\tau_{1}^{\mathfrak{B}}=\left[\begin{array}{lll}\tau_{1_{\phi}}^{\mathcal{B}} & \tau_{1_{\theta}}^{\mathfrak{B}} & \tau_{1_{\psi}}^{\mathfrak{B}}\end{array}\right]^{T}, \tau_{1_{\alpha}}=$ $\left[\begin{array}{llll}\tau_{1_{\alpha_{1}}} & \tau_{1_{\alpha_{2}}} & \tau_{1_{\alpha_{3}}} & \tau_{1_{\alpha_{4}}}\end{array}\right]^{T}$ and $\tau_{1_{\gamma}}=\left[\begin{array}{ll}\tau_{1_{\gamma_{1}}} & \tau_{1_{\gamma_{2}}}\end{array}\right]^{T}$ are formulated to deal with the external disturbances and modeling errors, adding robustness to the system.
We develop the control system in three steps: $i$ ) sliding surface synthesis; $i i$ ) formulation of the control laws $\hat{\tau}^{\mathfrak{B}}, \hat{\tau}_{\alpha}$ and $\hat{\tau}_{\gamma}$; and iii) formulation of the control laws $\tau_{1}^{\mathfrak{B}}, \tau_{1_{\alpha}}$ and $\tau_{1_{\gamma}}$.
The usual choice of the sliding surfaces is a linear combination of the system states errors. Being the error dynamic $\tilde{\boldsymbol{\eta}}=\boldsymbol{\eta}-\boldsymbol{\eta}_{r}, \tilde{\boldsymbol{\alpha}}=\boldsymbol{\alpha}-\boldsymbol{\alpha}_{r}$ and $\tilde{\boldsymbol{\gamma}}=\boldsymbol{\gamma}-\boldsymbol{\gamma}_{r}$, where $\boldsymbol{\eta}_{r}, \boldsymbol{\alpha}_{r}$ and $\boldsymbol{\gamma}_{r}$ are the desire references, we define as states vector $\tilde{\boldsymbol{q}}_{\boldsymbol{\eta}}=\left[\begin{array}{lll}\tilde{\boldsymbol{\eta}}^{T} & \dot{\boldsymbol{\eta}}^{T} & \int \tilde{\boldsymbol{\eta}}^{T}\end{array}\right]^{T}, \tilde{\boldsymbol{q}}_{\boldsymbol{\alpha}}=\left[\begin{array}{llll}\tilde{\boldsymbol{\alpha}}^{T} & \dot{\boldsymbol{\alpha}}^{T} & \int \tilde{\boldsymbol{\alpha}}^{T}\end{array}\right]^{T}$ and $\tilde{\boldsymbol{q}}_{\boldsymbol{\gamma}}=\left[\begin{array}{lll}\tilde{\boldsymbol{\gamma}}^{T} & \dot{\boldsymbol{\gamma}}^{T} & \int \tilde{\boldsymbol{\gamma}}^{T}\end{array}\right]^{T}$. We add the integral term to improve the system response. With those vectors, we define the sliding surfaces as

$$
\begin{align*}
& \boldsymbol{\sigma}_{\boldsymbol{\eta}}=\dot{\tilde{\boldsymbol{\eta}}}+\boldsymbol{\Lambda}_{1_{\boldsymbol{\eta}}} \tilde{\boldsymbol{\eta}}+\boldsymbol{\Lambda}_{\mathbf{2}_{\eta}} \int_{0}^{t} \tilde{\boldsymbol{\eta}} d \tau  \tag{50}\\
& \boldsymbol{\sigma}_{\boldsymbol{\alpha}}=\dot{\tilde{\boldsymbol{\alpha}}}+\boldsymbol{\Lambda}_{\mathbf{1}_{\alpha}} \tilde{\boldsymbol{\alpha}}+\boldsymbol{\Lambda}_{2_{\alpha}} \int_{0}^{t} \tilde{\boldsymbol{\alpha}} d \tau  \tag{51}\\
& \boldsymbol{\sigma}_{\boldsymbol{\gamma}}=\dot{\boldsymbol{\gamma}}+\boldsymbol{\Lambda}_{1_{\gamma}} \tilde{\boldsymbol{\gamma}}+\boldsymbol{\Lambda}_{\mathbf{2}_{\gamma}} \int_{0}^{t} \tilde{\boldsymbol{\gamma}} d \tau \tag{52}
\end{align*}
$$

where $\boldsymbol{\sigma}_{\boldsymbol{\eta}}=\left[\begin{array}{lll}\sigma_{\phi} & \sigma_{\theta} & \sigma_{\psi}\end{array}\right]^{T}, \sigma_{\boldsymbol{\alpha}}=\left[\begin{array}{llll}\sigma_{\alpha_{1}} & \sigma_{\alpha_{2}} & \sigma_{\alpha_{3}} & \sigma_{\alpha_{4}}\end{array}\right]^{T}$ and $\boldsymbol{\sigma}_{\boldsymbol{\gamma}}=\left[\begin{array}{ll}\sigma_{\gamma_{1}} & \sigma_{\gamma_{2}}\end{array}\right]^{T}$ are the sliding surfaces and
$\boldsymbol{\Lambda}_{1_{\eta}}=\operatorname{diag}\left(\lambda_{\phi_{1}}, \lambda_{\theta_{1}}, \lambda_{\psi_{1}}\right) \in \mathbb{R}^{3 \times 3}, \quad \boldsymbol{\Lambda}_{1_{\alpha}}=\operatorname{diag}\left(\lambda_{\alpha_{11}}, \lambda_{\alpha_{21}}, \lambda_{\alpha_{31}}, \lambda_{\alpha_{41}}\right) \in \mathbb{R}^{4 \times 4}, \boldsymbol{\Lambda}_{1_{\gamma}}=\operatorname{diag}\left(\lambda_{\gamma_{11}}, \lambda_{\gamma_{21}}\right) \in \mathbb{R}^{2 \times 2}$,
$\boldsymbol{\Lambda}_{2_{\eta}}=\operatorname{diag}\left(\lambda_{\phi_{2}}, \lambda_{\theta_{2}}, \lambda_{\psi_{2}}\right) \in \mathbb{R}^{3 \times 3}, \quad \boldsymbol{\Lambda}_{2_{\alpha}}=\operatorname{diag}\left(\lambda_{\alpha_{12}}, \lambda_{\alpha_{22}}, \lambda_{\alpha_{32}}, \lambda_{\alpha_{42}}\right) \in \mathbb{R}^{4 \times 4}, \boldsymbol{\Lambda}_{2_{\gamma}}=\operatorname{diag}\left(\lambda_{\gamma_{12}}, \lambda_{\gamma_{22}}\right) \in \mathbb{R}^{2 \times 2}$,
are gains defined by the designer.
We formulate the control laws $\hat{\tau}_{\eta}, \hat{\tau}_{\alpha}$ and $\hat{\tau}_{\gamma}$ as

$$
\begin{align*}
& \hat{\tau}^{\mathfrak{B}}=\boldsymbol{W}_{\boldsymbol{\eta}}\left(\hat{\boldsymbol{M}}_{\boldsymbol{\eta}} \boldsymbol{v}_{\boldsymbol{\eta}}+\hat{\boldsymbol{C}}_{\boldsymbol{\eta}} \dot{\boldsymbol{\eta}}\right),  \tag{53}\\
& \hat{\tau}_{\boldsymbol{\alpha}}=\hat{\boldsymbol{M}}_{\boldsymbol{\alpha}} \boldsymbol{v}_{\boldsymbol{\alpha}},  \tag{54}\\
& \hat{\tau}_{\boldsymbol{\gamma}}=\left(\hat{\boldsymbol{M}}_{\boldsymbol{\gamma}} \boldsymbol{v}_{\boldsymbol{\gamma}}+\hat{\boldsymbol{C}}_{\boldsymbol{\gamma}} \dot{\boldsymbol{\gamma}}\right), \tag{55}
\end{align*}
$$

with

$$
\begin{aligned}
& v_{\eta}=\ddot{\boldsymbol{\eta}}_{r}-\boldsymbol{\Lambda}_{1_{\eta}} \dot{\tilde{\boldsymbol{\eta}}}-\boldsymbol{\Lambda}_{2_{\eta}} \tilde{\boldsymbol{\eta}}, \\
& v_{\alpha}=\ddot{\boldsymbol{\alpha}}_{r}-\boldsymbol{\Lambda}_{1_{1}} \dot{\tilde{\boldsymbol{\alpha}}}-{\boldsymbol{\Lambda} 2_{\alpha} \boldsymbol{\alpha}} \\
& \boldsymbol{v}_{\boldsymbol{\gamma}}=\ddot{\boldsymbol{\gamma}}_{r}-\boldsymbol{\Lambda}_{1_{\gamma}} \dot{\boldsymbol{\gamma}}-\boldsymbol{\Lambda}_{2_{\gamma}} \tilde{\boldsymbol{\gamma}} .
\end{aligned}
$$

We formulate the control laws $\tau_{1}^{\mathfrak{B}}, \tau_{1_{\alpha}}$ and $\tau_{\gamma}$ as

$$
\begin{align*}
& \tau_{1}^{\mathfrak{B}}=W_{\eta} \hat{M}_{\eta} \tau_{g s t}^{\mathfrak{B}},  \tag{56}\\
& \tau_{1_{\alpha}}=\hat{M}_{\alpha} \tau_{g s t_{\alpha}}  \tag{57}\\
& \tau_{1_{\gamma}}=\hat{M}_{\gamma} \tau_{g s t_{\gamma}}, \tag{58}
\end{align*}
$$

where $\boldsymbol{\tau}_{g s t}^{\mathfrak{B}}=\left[\begin{array}{lll}\tau_{g s t t_{\phi}}^{\mathfrak{B}} & \tau_{g s t_{\theta}}^{\mathfrak{B}} & \tau_{g s t_{\psi}}^{\mathfrak{B}}\end{array}\right]^{T}, \boldsymbol{\tau}_{g s t_{\alpha}}=\left[\begin{array}{llll}\tau_{g s t_{\alpha_{1}}} & \tau_{s s t_{\alpha_{2}}} & \tau_{g s t_{\alpha_{3}}} & \tau_{g s t_{\alpha_{4}}}\end{array}\right]^{T}$ and $\boldsymbol{\tau}_{g s t_{\gamma}}=\left[\begin{array}{ll}\tau_{g s t_{\gamma_{1}}} & \tau_{g s t t_{2}}\end{array}\right]^{T}$ are formulated using the generalized super-twisting technique just like

$$
\begin{align*}
\tau_{g s t}^{\mathfrak{B}} & =-\boldsymbol{K}_{1_{\eta}} \boldsymbol{v}_{1_{\eta}}-\boldsymbol{K}_{2_{\eta}} \int_{0}^{t} \boldsymbol{v}_{2_{\eta}} d \tau  \tag{59}\\
\boldsymbol{\tau}_{g s t_{\alpha}} & =-\boldsymbol{K}_{1_{\alpha}} \boldsymbol{v}_{1_{\alpha}}-\boldsymbol{K}_{2_{\alpha}} \int_{0}^{t} \boldsymbol{v}_{2_{\alpha}} d \tau  \tag{60}\\
\tau_{g s t_{\gamma}} & =-\boldsymbol{K}_{1_{\gamma}} \boldsymbol{v}_{1_{\gamma}}-\boldsymbol{K}_{2_{\gamma}} \int_{0}^{t} \boldsymbol{v}_{2_{\gamma}} d \tau, \tag{61}
\end{align*}
$$

where $\boldsymbol{v}_{1_{\eta}}=\left[\begin{array}{lll}v_{i_{\phi}} & v_{i_{\theta}} & v_{i \psi}\end{array}\right]^{T}, \boldsymbol{v}_{i_{\alpha}}=\left[\begin{array}{llll}v_{i_{\alpha_{1}}} & v_{i_{\alpha_{2}}} & v_{i_{\alpha_{3}}} & v_{i_{\alpha_{4}}}\end{array}\right]^{T}$ and $\boldsymbol{v}_{i_{\gamma}}=\left[\begin{array}{ll}v_{i_{v_{1}}} & v_{i_{\gamma_{2}}}\end{array}\right]^{T}$, for $i=1$, 2, are equal to

$$
\begin{align*}
& \boldsymbol{v}_{1_{i}}=\left|\boldsymbol{\sigma}_{\boldsymbol{i}}\right|^{\frac{1}{2}} \operatorname{sign}\left(\boldsymbol{\sigma}_{\boldsymbol{i}}\right)+\boldsymbol{k}_{3_{i}} \boldsymbol{\sigma}_{\boldsymbol{i}},  \tag{62}\\
& \boldsymbol{v}_{2_{i}}=\frac{1}{2} \operatorname{sign}\left(\boldsymbol{\sigma}_{\boldsymbol{i}}\right)+\frac{3}{2} \boldsymbol{k}_{3_{i}}\left|\boldsymbol{\sigma}_{\boldsymbol{i}}\right|^{\frac{1}{2}} \operatorname{sign}\left(\boldsymbol{\sigma}_{\boldsymbol{i}}\right)+\boldsymbol{k}_{3_{i}}^{2} \boldsymbol{\sigma}_{\boldsymbol{i}},
\end{align*}
$$

for $i=\{\boldsymbol{\eta}, \boldsymbol{\alpha}, \boldsymbol{\gamma}\}$, with
$\boldsymbol{K}_{1_{\eta}}=\operatorname{diag}\left(k_{1_{\phi}}, k_{1_{\theta}}, k_{1_{\psi}}\right) \in \mathbb{R}^{3 \times 3}, \quad \boldsymbol{K}_{1_{\alpha}}=\operatorname{diag}\left(k_{1_{\alpha_{1}}}, k_{1_{\alpha_{2}}}, k_{1_{\alpha_{3}}}, k_{1_{\alpha_{4}}}\right) \in \mathbb{R}^{4 \times 4}, \boldsymbol{K}_{1_{\gamma}}=\operatorname{diag}\left(k_{1_{\gamma_{1}}}, k_{1_{\gamma_{2}}}\right) \in \mathbb{R}^{2 \times 2}$,
$\boldsymbol{K}_{2_{\eta}}=\operatorname{diag}\left(k_{2_{\phi}}, k_{2_{\theta}}, k_{2_{\psi}}\right) \in \mathbb{R}^{3 \times 3}, \quad \boldsymbol{K}_{2_{\alpha}}=\operatorname{diag}\left(k_{2_{\alpha_{1}}}, k_{2_{\alpha_{2}}}, k_{2_{\alpha_{3}}}, k_{2_{\alpha_{4}}}\right) \in \mathbb{R}^{4 \times 4}, \boldsymbol{K}_{2_{\gamma}}=\operatorname{diag}\left(k_{2_{\gamma_{1}}}, k_{2_{\gamma_{2}}}\right) \in \mathbb{R}^{2 \times 2}$,
$\boldsymbol{K}_{3_{\eta}}=\operatorname{diag}\left(k_{3_{\phi}}, k_{3_{\theta}}, k_{3_{\psi}}\right) \in \mathbb{R}^{3 \times 3}, \quad \boldsymbol{K}_{3_{\alpha}}=\operatorname{diag}\left(k_{3_{\alpha_{1}}}, k_{3_{\alpha_{2}}}, k_{3_{\alpha_{3}}}, k_{3_{\alpha_{4}}}\right) \in \mathbb{R}^{4 \times 4}, \boldsymbol{K}_{3_{\gamma}}=\operatorname{diag}\left(k_{3_{\gamma_{1}}}, k_{3_{\gamma_{2}}}\right) \in \mathbb{R}^{2 \times 2}$.
being gains defined by the designer.
Applying the control laws (53) and (56) in (29), (54) and (57) in (30), and (55) and (58) in (31), we have in closed-loop

$$
\begin{align*}
& \dot{\boldsymbol{\sigma}}_{\eta}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})=-\boldsymbol{K}_{1_{\eta}} \boldsymbol{v}_{1_{\eta}}-\boldsymbol{K}_{2_{\eta}} \int_{0}^{t} \boldsymbol{v}_{2_{\eta}} d \tau+\boldsymbol{\rho}_{\boldsymbol{\eta}},  \tag{63}\\
& \dot{\boldsymbol{\sigma}}_{\boldsymbol{\alpha}}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})=-\boldsymbol{K}_{1_{\alpha}} \boldsymbol{v}_{1_{\alpha}}-\boldsymbol{K}_{2_{\alpha}} \int_{0}^{t} \boldsymbol{v}_{2_{\alpha}} d \tau+\boldsymbol{\rho}_{\boldsymbol{\alpha}},  \tag{64}\\
& \dot{\boldsymbol{\sigma}}_{\boldsymbol{\gamma}}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})=-\boldsymbol{K}_{1_{\gamma}} \boldsymbol{v}_{1_{\gamma}}-\boldsymbol{K}_{2_{\gamma}} \int_{0}^{t} \boldsymbol{v}_{2_{\gamma}} d \tau+\boldsymbol{\rho}_{\boldsymbol{\gamma}} . \tag{65}
\end{align*}
$$

Defining the new variables $h_{i}=\left[\begin{array}{ll}h_{1 i} & h_{2_{i}}\end{array}\right]^{T}=\left[\begin{array}{lll}\sigma_{i} & k_{2_{i}} \int_{0}^{t} v_{2_{i}} d \tau+\rho_{i}\end{array}\right]^{T}$, we rewrite the dynamics 63, 64 and (65) in a scalar way just like

$$
\begin{align*}
& \dot{h}_{1_{i}}=-k_{1 i} v_{1_{i}}+h_{2_{i}} \\
& \dot{h}_{2_{i}}=-k_{2_{i}} v_{2_{i}}+\dot{\rho}_{i}, \tag{66}
\end{align*}
$$

for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$.
Assumption 2 The uncertainty $\dot{\rho}_{i}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})$ is limited as

$$
\begin{equation*}
\left|\dot{\rho}_{i}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})\right| \leq \overline{\bar{\rho}}_{i}, \tag{67}
\end{equation*}
$$

with $\overline{\bar{\rho}}_{i} \geq 0$, for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$.
To verify the conditions in which the system trajectories converge to the sliding surfaces, we realize the following procedure basing in the work of [19,25].
To verify the system convergence in finite time, the authors in 19 define the vector $\zeta=\left[\begin{array}{ll}v_{1_{i}} & h_{2_{i}}\end{array}\right]^{T}$, whose dynamic is written as

$$
\dot{\zeta}_{i}=\left[\begin{array}{l}
\dot{\zeta}_{1_{i}}  \tag{68}\\
\dot{\zeta}_{2_{i}}
\end{array}\right]=v_{1_{i}}^{\prime} \underbrace{\left[\begin{array}{cc}
-k_{1_{i}} & 1 \\
-k_{2_{i}}+\tilde{\rho}_{i}
\end{array}\right]}_{\boldsymbol{A}_{\boldsymbol{i}}}\left[\begin{array}{l}
\zeta_{1_{i}} \\
\zeta_{2_{i}}
\end{array}\right]=v_{1_{i}}^{\prime} \boldsymbol{A}_{i} \boldsymbol{\zeta}_{\boldsymbol{i}},
$$

with

$$
v_{1_{i}}^{\prime}=\frac{v_{2_{i}}}{v_{1_{i}}}=\frac{1}{2\left|h_{1_{i}}\right|^{\frac{1}{2}}}+k_{3_{i}}, \quad \tilde{\rho}_{i}=\frac{1}{v_{2_{i}}} \dot{\rho}_{i},
$$

for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$. Note that if $\zeta_{i}$ converges in finite time to origin, then, $\boldsymbol{h}_{\boldsymbol{i}}$ also converges, for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$, [25].

Assumption 3 The uncertainty $\tilde{\boldsymbol{p}}_{i}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})$ is limited as

$$
\begin{equation*}
\left|\tilde{\dot{\rho}}_{i}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})\right| \leq\left|\frac{\dot{\rho}_{i}}{v_{2_{i}}}\right| \leq 2 \overline{\bar{\rho}}_{i}, \tag{69}
\end{equation*}
$$

with $\overline{\bar{\rho}}_{i} \geq 0$, for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$.
Using $\zeta_{i}, 19$ proposed the quadratic Lyapunov function $V_{i}\left(\zeta_{i}\right)=\zeta_{i}^{T} \boldsymbol{P}_{i} \zeta_{i}$, with $\boldsymbol{P}_{i}=\boldsymbol{P}_{i}^{T}>0$, for $i=$ $\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$. Basing in [25], the authors chose the following matrix $\boldsymbol{P}_{\boldsymbol{i}}$

$$
\boldsymbol{P}_{\boldsymbol{i}}=\left[\begin{array}{cc}
p_{1_{i}}+p_{2_{i}}^{2} & -p_{2_{i}}  \tag{70}\\
-p_{2_{i}} & 1
\end{array}\right],
$$

with $p_{1_{i}}>0$, for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$.

Deriving $V_{i}\left(\zeta_{i}\right)$, we obtain

$$
\begin{equation*}
\dot{V}_{i}(\boldsymbol{\zeta})=v_{1_{i}}^{\prime} \boldsymbol{\zeta}_{\boldsymbol{i}}^{T}\left(\boldsymbol{A}_{\boldsymbol{i}}^{T} \boldsymbol{P}_{\boldsymbol{i}}+\boldsymbol{P}_{i} \boldsymbol{A}_{\boldsymbol{i}}\right) \zeta_{i}, \tag{71}
\end{equation*}
$$

for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$. Considering Assumption 3, we rewrite 71) as

$$
\begin{equation*}
\dot{V}_{i}(\zeta) \leq-v_{1_{i}}^{\prime} \zeta_{i}^{T} Q_{i} \zeta_{i}, \tag{72}
\end{equation*}
$$

where $\boldsymbol{Q}_{\boldsymbol{i}}=-\left(\boldsymbol{A}_{\boldsymbol{i}}^{T} \boldsymbol{P}_{\boldsymbol{i}}+\boldsymbol{P}_{\boldsymbol{i}} \boldsymbol{A}_{\boldsymbol{i}}\right)$, with

$$
\boldsymbol{Q}_{\boldsymbol{i}}=\left[\begin{array}{cc}
2 k_{1_{i}}\left(p_{1_{i}}+p_{2_{i}}^{2}\right)-2 p_{2_{i}}\left(2 \overline{\bar{\rho}}_{i}+k_{2_{i}}\right) & -p_{2_{i}}^{2}-k_{1_{i}} p_{2_{i}}+k_{2_{i}}-p_{1_{i}}+2 \overline{\bar{\rho}}_{i}  \tag{73}\\
-p_{2_{i}}^{2}-k_{1_{i}} p_{2_{i}}+k_{2_{i}}-p_{1_{i}}+2 \overline{\bar{\rho}}_{i}
\end{array}\right],
$$

for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$. We can observe that $\dot{V}_{i}\left(\zeta_{i}\right)$ in 71 is negative definite if $\boldsymbol{Q}_{i}$ is positive definite. To verify the positiveness of $\boldsymbol{Q}_{\boldsymbol{i}}$, first we choose $k_{2_{i}}=k_{1_{i}} p_{2_{i}}+p_{1_{i}}$ and then we check the conditions in what $Q_{i}$ is positive definite. From then on, we propose the Theorem 2 .

Theorem 2 The trajectories of the closed-loop systems (63), (64) and (65) converge in finite time to the sliding surfaces if the following conditions are satisfied

$$
\begin{align*}
& p_{1_{i}}>0,  \tag{74}\\
& p_{2_{i}}>0,  \tag{75}\\
& k_{1_{i}}>\frac{4 p_{1_{i}} p_{2_{i}}^{2}+\left(2 \overline{\bar{\rho}}_{i}+p_{2_{i}}^{2}\right)^{2}}{4 p_{1_{i}} p_{2_{i}}},  \tag{76}\\
& k_{2_{i}}=k_{1_{i}} p_{2_{i}}+p_{1_{i}},  \tag{77}\\
& k_{3_{i}}>0, \tag{78}
\end{align*}
$$

for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$.

### 3.3 Mapping

This section develops the mapping proposed to obtain the propellers forces and rotors inclination correspondent to the signals generated from the UAV position and attitude controllers exist in $\mathfrak{B}$. The mapping presented in this work is based in [20].
We rewrite the relations in (19) and (20) as

$$
\begin{equation*}
\mathfrak{f}=\mathscr{B} \overline{\boldsymbol{f}}_{p}, \tag{79}
\end{equation*}
$$

with

$$
\mathfrak{f}=\left[\begin{array}{l}
f_{x}^{\mathfrak{B}} \\
f_{z^{\mathcal{B}}}^{\mathcal{B}} \\
\tau_{\phi}^{\mathcal{B}} \\
\tau_{\theta}^{\mathcal{B}} \\
\tau_{\psi}^{3}
\end{array}\right], \quad \overline{\boldsymbol{f}}_{\boldsymbol{p}}=\left[\begin{array}{l}
f_{p_{x_{1}}} \\
f_{p_{z_{1}}} \\
f_{p_{x_{2}}} \\
f_{p_{x_{2}}} \\
f_{p_{x_{3}}} \\
f_{p_{2}} \\
f_{p_{x_{4}}} \\
f_{p_{z_{4}}}
\end{array}\right], \quad \mathscr{B}=\left[\begin{array}{cccccccc}
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 \\
-k & -\bar{d}_{y} & k & \bar{d}_{y} & -k & \bar{d}_{y} & k & -\bar{d}_{y} \\
0 & \bar{d}_{x} & 0 & \bar{d}_{x} & 0 & -\bar{d}_{x} & 0 & -\bar{d}_{x} \\
\bar{d}_{y} & -k & -\bar{d}_{y} & k & -\bar{d}_{y} & -k & \bar{d}_{y} & k
\end{array}\right],
$$

where $f_{p_{x_{i}}}=f_{p_{i}} s_{\alpha_{i}}$ and $f_{p_{z_{i}}}=f_{p_{i}} c_{\alpha_{i}}$, for $i=1,2,3,4$, are the component of the propellers forces in ${ }^{\mathfrak{B}} x$ and ${ }^{\mathfrak{B}} z$ directions, respectively.
As $\mathscr{B}$ is not square, we use the pseudo-inverse matrix of Moore-Penrose $\mathscr{B}^{\dagger}$, obtaining the following inverse relation

$$
\begin{equation*}
\bar{f}_{p}=\mathscr{B}^{\dagger} \mathfrak{f} \tag{80}
\end{equation*}
$$

Table 1 - UAV parameters.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $m_{0}$ | 1.5 kg | $d_{\mathcal{C}_{0}}^{\mathfrak{B}}$ | $\left[\begin{array}{ccc}0 & 0 & -0.05\end{array}\right]^{T} m$ |
| $m_{1}, m_{2}, m_{3}, m_{4}$ | 0.15 kg | $d_{\mathcal{C}_{1}}^{\mathfrak{B}^{3}}$ | $\left[\begin{array}{lll}-0.35 & -0.35 & 0\end{array}\right]^{T} m$ |
| $m_{5}$ | 0.15 kg | $\boldsymbol{d}_{\mathcal{C}_{2}}^{\underline{\mathcal{P}_{1}}}$ | $\left[\begin{array}{ccc}-0.35 & 0.35 & 0\end{array}\right]^{T} m$ |
| $I_{\mathfrak{C}_{0}}$ | diag $(36.3,36.3,61.5) \times 10^{-3} \mathrm{kgm}^{2}$ | $d_{\mathbb{C}_{3}}^{\mathcal{P}^{\underline{2}}}$ | $\left[\begin{array}{lll}0.35 & 0.35 & 0\end{array}\right]^{T}{ }^{T}$ |
| $\boldsymbol{I}_{\mathfrak{C}_{1}}, \boldsymbol{I}_{\mathfrak{C}_{2}}, \boldsymbol{I}_{\mathfrak{C}_{3}}, \boldsymbol{I}_{\mathfrak{C}_{4}}$ | diag $(8,7,2) \times 10^{-5} \mathrm{kgm}^{2}$ | $\boldsymbol{d}_{\mathrm{C}_{4}}^{\mathrm{P}_{3}}$ | $\left[\begin{array}{llll}0.35 & -0.35 & 0\end{array}\right]^{T} m$ |
| $I_{\mathcal{C}_{5}}$ | $\operatorname{diag}(2,2,2) \times 10^{-5} \mathrm{kgm}^{2}$ | $d_{\mathbb{C}_{5}}^{\mathcal{P}_{4}}$ |  |
| $k_{\tau}$ | $1.7 \times 10^{-7} \mathrm{Nms}^{2}$ |  |  |
| $k_{e}$ | $9.5 \times 10^{-6} \mathrm{Ns}^{2}$ |  |  |
| $g$ | $9.81 \mathrm{~ms}^{-2}$ |  |  |

From (80), we calculate the propellers forces and the rotors inclination references as

$$
\begin{aligned}
& f_{p_{i}}=\sqrt{f_{p_{x_{i}}}^{2}+f_{p_{z_{i}}}^{2}} \\
& \alpha_{r_{i}}=\operatorname{atan2}\left(f_{p_{x_{i}}}, f_{p_{z_{i}}}\right),
\end{aligned}
$$

para $i=1,2,3,4$.

## 4. Results

In this section, we present the results obtained from numerical simulations realized in MATLAB/Simulink software.
In the simulation, we use the complete model developed in Section 2.2 The parameters used are presented in Table1, which were obtained from the previous work [20, 21].
To simulate a situation closer to the real, we add disturbances to represent aerodynamic external forces and wind gusts. The forces with magnitude $2 N, 2 N$ and $-2 N$ were applied in the forces $f_{x}^{\mathfrak{y}}$, $f_{y}^{\mathcal{J}}$ and $f_{z}^{\mathcal{J}}$ at $10 s, 25 s$ and $40 s$ respectively. To represent wind gusts, we applied the disturbance $d_{i}(t)=$ $0.2 \sin (0.2 t) \mathrm{m} / \mathrm{s}^{2}$, for $i=\{x, y, z\}$, and $d_{i}(t)=0.2 \sin (0.2 t) \mathrm{rad} / \mathrm{s}^{2}$, for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$. We also considered saturating actuators, with which the forces and torques can vary between $0 N \leq$ $f_{p_{1}}, f_{p_{2}}, f_{p_{3}}, f_{p_{4}} \leq 18 N$ and $-1 N . m \leq \tau_{\alpha_{1}}, \tau_{\alpha_{2}}, \tau_{\alpha_{3}}, \tau_{\alpha_{4}}, \tau_{\gamma_{1}}, \tau_{\gamma_{2}} \leq 1 N . m$.
To obtain the UAV position controller gains, we chose the weighting matrices $\boldsymbol{C}_{\boldsymbol{i}}, \boldsymbol{d}_{\boldsymbol{u}_{i}}$ and $\boldsymbol{d}_{\boldsymbol{d}_{i}}$, for $i=\{x, y, z\}$, according to the settling time, control effort and action of the disturbance in the system output, respectively. Then, we resolved the optimization problem presented in Theorem1. After some analysis of the system output, we chose the values presented in Table 2.
We choose the gains of the UAV attitude, rotors inclination and camera pointing controllers according to the conditions in (74), (75), (76), (77) and (78). To estimate a boundary for the disturbances $\rho_{\eta}, \rho_{\alpha}$ and $\rho_{\gamma}$, we make some numerical analysis, and we verified that is reasonable to adopt the values presented in Table 3. Additionally, we verified that the greater the gain $k_{1}$, the faster the system response. Concerning to $k_{2_{i}}$, we note that it affects the system robustness, i.e., the greater the gain $k_{2_{i}}$, the more robust the system response. Finally, we chose $p_{1_{i}}, p_{2_{i}}$ and $k_{3_{i}}$, obtained the gains $k_{1_{i}}$ and $k_{2_{i}}$ and tested in numerical simulations until the system response was satisfactory, for $i=\left\{\phi, \theta, \psi, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, \gamma_{1}, \gamma_{2}\right\}$. We present the gains chosen in Table 3, where $\boldsymbol{p}_{i_{\eta}}=\left[\begin{array}{lll}p_{i_{\phi}} & p_{i_{\theta}} & p_{i_{\psi}}\end{array}\right], \boldsymbol{p}_{i_{\alpha}}=\left[\begin{array}{llll}p_{i_{\alpha_{1}}} & p_{i_{\alpha_{2}}} & p_{i_{\alpha_{3}}} & p_{i_{\alpha_{4}}}\end{array}\right]$ and $\boldsymbol{p}_{i_{\alpha}}=\left[\begin{array}{ll}p_{i_{\gamma_{1}}} & p_{i_{2}}\end{array}\right]$, for $i=1,2$.
In order to have variations of the generalized coordinates and its time derivatives, the desired trajectory consists of an 8 -shaped curve with an initial path beginning on the floor. Without this path, in the beginning, the altitude error is high, demanding a strong control effort. Thus, the UAV starts executing the trajectory on the floor and, when it reaches the desired altitude, it starts to execute the 8 -shaped curve, which has the following structure

Table 2 - Robust $H_{\infty}$ Control: Parameters and Gains.

|  | Parameter | Value | Gain | Value |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{C}_{\boldsymbol{x}}$ | diag(3, 1.5,3) |  |  |  |  |
| $x$ | $\begin{aligned} & \boldsymbol{d}_{u_{x}} \\ & \boldsymbol{d}_{d_{x}} \end{aligned}$ | $\left.\begin{array}{lll} {\left[\begin{array}{lll} 0 & 0.1 & 0.1 \end{array}\right]^{T}} \\ 0 & 0.4 & 1 \end{array}\right]^{T}$ | $k_{x}$ | [-23.7272 | -8.6238 | -34.9940] |
| $y$ | $\begin{aligned} & C_{y} \\ & d_{u_{y}} \\ & d_{d_{y}} \end{aligned}$ | $\begin{aligned} & \operatorname{diag}(2,1,2) \\ & {\left[\begin{array}{lll} 0 & 0.1 & 0.1 \end{array}\right]^{T}} \\ & {\left[\begin{array}{lll} 0 & 0.3 & 1 \end{array}\right]^{T}} \end{aligned}$ | $k_{y}$ | [-19.1286 | -6.7548 | -26.2795] |
| $z$ | $\begin{aligned} & C_{z} \\ & d_{u_{z}} \\ & d_{d_{z}} \end{aligned}$ | $\begin{aligned} & \operatorname{diag}(4,1,4) \\ & {\left[\begin{array}{lll} 0 & 0.1 & 0.1 \end{array}\right]^{T}} \\ & {\left[\begin{array}{lll} 0 & 0.4 & 1 \end{array}\right]^{T}} \end{aligned}$ | $k_{z}$ | [-29.3486 | -8.1534 | -48.5580] |

Table 3 - GSTA: Parameters and Gains.

|  | Parameter | Value | Gain | Value |
| :---: | :---: | :---: | :---: | :---: |
| $\eta$ | $p_{1 \eta}$ | $\left[\begin{array}{lll}2 & 1.4 & 2\end{array}\right]$ | $K_{11_{\eta}}$ | diag(8.4391, 7.7344, 10.7667) |
|  | $p_{2 \eta}$ | $\left[\begin{array}{lll}1.8 & 1.3 & 2\end{array}\right]$ | $K_{2 \eta}$ | diag(2.3442, $2.9748,2.6917)$ |
|  |  |  | $K_{3}{ }_{\eta}$ | diag (1, 1, 1) |
|  |  | $\left[\begin{array}{lll} 2 & 2 & 2 \end{array}\right]^{T}$ | $\Lambda_{1}{ }_{\eta}$ | $\operatorname{diag}(10,6,10)$ |
|  |  |  | $\Lambda_{2_{\eta}}$ | diag (25,9,25) |
| $\alpha$ | $\boldsymbol{p}_{1_{\alpha}}$ | $\left[\begin{array}{llll}2 & 2 & 2 & 2\end{array}\right]$ | $K_{1}{ }_{1}$ | diag(8.4391, 8.4391, 8.4391, 8.4391) |
|  |  | $\left[\begin{array}{llll}1.8 & 1.8 & 1.8 & 1.8\end{array}\right]$ | $\boldsymbol{K}_{2}{ }_{\alpha}$ | diag(2.3442, 2.3442, 2.3442, 2.3442) |
|  | $p_{2 \alpha}$ |  | $K_{3}{ }_{\alpha}$ | $\operatorname{diag}(1,1,1,1)$ |
|  |  |  | $\Lambda_{1_{\alpha}}$ | diag(40, 40, 40, 40) |
|  | $\overline{\overline{\boldsymbol{\rho}}}_{\alpha}$ | $\left[\begin{array}{llll}2 & 2 & 2 & 2\end{array}\right]^{T}$ | $\Lambda_{2_{\alpha}}$ | diag (400,400, 400, 400) |
| $\boldsymbol{\gamma}$ | $\boldsymbol{p}_{1_{\gamma}}$ | $\left[\begin{array}{ll}2 & 2\end{array}\right]$ | $K_{1{ }_{\gamma}}$ | diag(10.7667, 10.7667) |
|  | $p_{2 \gamma}$ | $\left[\begin{array}{ll}2 & 2\end{array}\right]$ | $K_{2 \gamma}$ | diag (2.6917, 2.6917) |
|  |  |  | $K_{3_{\gamma}}$ | diag (1,1) |
|  |  |  | $\Lambda_{1}{ }_{\gamma}$ | diag ( 40,40 ) |
|  | $\overline{\overline{\boldsymbol{\rho}}}_{\gamma}$ | $\left[\begin{array}{ll}2 & 2\end{array}\right]^{T}$ | $\boldsymbol{\Lambda}_{2}{ }_{\gamma}$ | diag (400, 400) |

$$
\begin{align*}
& x=5 \cos \left(\frac{\pi}{22} t\right),  \tag{81}\\
& y=5 \sin \left(\frac{\pi}{11} t\right),  \tag{82}\\
& z=6-6 e^{-t} . \tag{83}
\end{align*}
$$

We chose a trajectory that varies between a sinusoidal curve and a constant path to see variations of the gimbal coordinates for the gimbal.
In Figure 4, we present the UAV trajectory desired and executed. We see the UAV was capable of the trajectory imposed for it. More specifically, in Figure 5a, we present the generalized coordinates of the UAV position and its tracking errors. We observe the trajectory tracking with errors during the simulation. The error at $5 s$, approximately, occurred when the UAV reached the desired altitude due to the direction's change. At $10 s$, in $\tilde{x}$ graph, at $25 s$, in $\tilde{y}$ graph, and at 40 s , in $\tilde{z}$ graph it is possible to observe the effect of the disturbances on the generalized forces that are rejected by the control system.
In Figure 5b, we present the generalized coordinates that represent the UAV attitude, their tracking errors, and their respectively sliding surface. In the graph of the roll angle, we see that the trajectory tracking. In the error graphs, we see variations in the beginning and at $25 s$. The first one occurred because the system did not reach the sliding surface yet. The last one is addressed to the disturbance


Figure 4 - UAV trajectory.
applied in $f_{y}^{\mathfrak{\jmath}}$, since the UAV had to move in ${ }^{\mathfrak{B}} y$ direction to compensate the disturbance. Also, we see almost no variation of the pitch angle, even the UAV moving in ${ }^{\mathfrak{B}} x$ direction.
In Figure 5c, we present the rotors' angle inclination, their tracking errors, and their sliding surfaces. We observe the rotors inclined to UAV move in ${ }^{\mathfrak{B}} x$ direction. We note oscillations, which came from the UAV attitude controller, but with low amplitudes. We also see the effect of the disturbance $f_{y}^{\mathcal{I}}$ at $25 s$.
Concerning the gimbal movement, we see in Figure 5 d tracking errors in the changes of the path, i.e., when they change from the constant path to the sinusoidal path and vice-versa. More specifically, in the $\gamma_{1}$ graph, we see a higher variation due to the initial conditions errors.
In Figure 6a, the propellers' forces reached the upper limit of the saturator, but in the rest of the simulation, they kept within the boundaries. Regarding the rotors' torque, in Figure 6b, we see they within the saturators limits and with small variations due to the chattering. In Figure 6c, we also that the torques of the gimbal kept within the saturation boundaries, and they also have small amplitudes.

## 5. Conclusion

In Figure 5b, we present the generalized coordinates that represent the UAV attitude, their tracking errors, and their respectively sliding surface. In the graph of the roll angle, we see that the trajectory tracking. In the error graphs, we see variations in the beginning and at $25 s$. The first one occurred because the system did not reach the sliding surface yet. The last one is addressed to the disturbance applied in $f_{y}^{\mathcal{J}}$, since the UAV had to move in ${ }^{\mathfrak{B}} y$ direction to compensate the disturbance. Also, we see almost no variation of the pitch angle, even the UAV moving in ${ }^{\mathfrak{B}} x$ direction.
This work presented the mathematical modeling of an H -shaped quad tilt rotor equipped with a camera. We developed a control system to track feasible trajectories and orientate the camera. We formulated a complete dynamic model to emulate a real UAV in numerical simulations and a simplified dynamic model to facilitate the control system design. To control the UAV position, we used the robust $H_{\infty}$ and the feedback linearization control techniques. For the UAV attitude, rotors inclination, and camera pointing controllers, we used the GSTA and compensation of the nonlinearities. To verify the control system proposed, we performed simulations with the complete dynamic model, and we verified that the system showed a satisfactory response since it reached the desired objective. We concluded that the strategy adopted is conservative since we consider the worst case of perturbations. For future works, we propose to use adaptive control laws to obtain a less conservative strategy.

(b) UAV attitude, tracking errors and sliding surfaces.

(d) Camera pointing, tracking errors and sliding surfaces.

Figure 5 - Generalized coordinates, tracking errors and sliding surfaces.


Figure 6 - Control Signals.
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