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Abstract

This paper focuses on confronting the automated
air traffic conflict solving algorithms we devel-
oped, to experiments on situations representative
of the operational practice. The whole process
goes from reading traffic data to using the solver
results as aircraft trajectory corrections. Studying
its feasibility gives indications on our algorithms’
adequate behaviour and the necessary caution in
setting the solver constraints. Experiments are
done on recorded flight plans with actual time-
overs, and a few representative examples are de-
scribed.

1 Objective

European and world air traffic may be on
a 20 years doubling trend, as anticipated by
such large-scale strategic concepts as SESAR or
NextGen, or could end up stagnating due in part
to energy costs and environmental constraints
([1]). Either way, the challenges the air trans-
port industry will have to face can only grow
stronger, and technological advances are needed
in the coming years.

Foremost among the expected improvements
of current Air Traffic Management (ATM) is the
extended or even new roles automated systems
have to assume in operations. The Air Traffic
Control (ATC) capacity being a known bottle-
neck of ATM efficiency justifies research and de-
velopment of automated aids for this operational
function.

Our work in this area consisted mainly in
studying the theoretical framework of optimal
and fast enough computational methods de-
conflicting predicted aircraft trajectories. The
needs and limits of convex or linear modellings
of the problem constraints were examined, along
with the development of several algorithms based
on MILP (Mixed Integers Linear Programming)
and NLP (Nonlinear Programming) optimisation
techniques, and hybrids thereof. In the follow-
ing, we may simply refer to any of these variants
as “the solver”.

They were first validated, in terms of per-
formances, cost and trajectory correctness, using
difficult but artificial traffic cases.

The capacity of a solver to correctly deal with
real air traffic conflicts entails that

• it is able to generate trajectories that are de-
void of conflict in terms of its internal mod-
elling, in acceptable time;

• it takes all the parameters relevant in de-
scribing the operational situation, as an in-
put;

• the proposed solution can be transformed
into flyable and de-conflicted trajectories
through speed and heading orders to the
aircraft.

These points are an integral part of the prac-
ticality of the tool’s operational implementation,
just as much as the algorithmic complexity, the
pertinence of the optimization criteria or the qual-
ity of the solutions found. Examining them
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touches upon the crucial matter of operational
constraints modelling and results interpretation,
as e.g. the interplay of the aircraft performance
models involved.

Note that we do not aim here for an actual
operational assessment. Conflict solving automa-
tion is only seen as a long-term goal in SESAR
([2]). Current European ATM operations still
lack many features that are either indispensable
(e.g. agreement on human/machine responsibil-
ity sharing in ATC) or very useful (e.g. data-link
exchange of flight intentions, performance mod-
els and trajectory prediction sharing (cf. SESAR
project P5.5.2, 2012)) to automated conflict solv-
ing integration. Furthermore, Onera is not work-
ing in close technical cooperation with air traffic
managers, hence, among other things, lacking in
mass traffic data for statistical assessments.

This is not to say that these conflict-solving
algorithms must remain a theoretical toy. Indeed,
they can be used in low-TRL (Technology Readi-
ness Level) R&D studies based on modular traffic
simulations frameworks. For instance, a work-
ing conflict solving software helps evaluate a new
strategic planning concept through simulations.
The advantage is obvious from the point of view
of traffic safety; also, it is very difficult otherwise
to say anything of the fuel consumption overhead
due to ATC actions.

Another instance is the UE FP7 project
4DCo-GC ([3]); in this study of an ATM based
on strategical 4D contracts, our solver can be
used in pre-simulations of initial flight plans to
obtain fully de-conflicted trajectories at the plan-
ning stage.

This feasibility work encompasses the whole
process of reading traffic data, computing the al-
gorithm input, solving the potential conflicts and
using the solutions as trajectory corrections. It
gives indications on the algorithms’ behaviour
and the necessary caution in setting the solver
constraints (separation distance, 4D entry and
exit points, aircraft performances).

2 Numerical conflict solver

Automated ATC was treated in several studies
since 1990 [4, 5, 6, 7, 8]. The automated tool we
recently developed is described in [9]. Its speci-
ficity is to be conceived with a view to includ-
ing non linear constraints while still giving some
guarantees of convergence. This was achieved by
coupling two resolution methods associated with
two different models of the same problem.

More details are given on the solver in order
to help understanding the results of the experi-
ments conducted in the last sections of this arti-
cle.

2.1 Formulation of the problem

Given a set A of aircraft and their reference tra-
jectories on a 10-15 minutes time horizon T , the
objective of the solver is to find conflict free tra-
jectories that stay as close as possible to the refer-
ence trajectories and minimise fuel consumption.
This research may be formulated as the minimi-
sation of a cost function subject to a set of con-
straints. The cost should represent fuel consump-
tion while constraints should guarantee that air-
craft are separated, that their trajectories are ac-
tually flyable and that they stay close to the refer-
ence trajectory.

As the aircraft motions are assumed to be pla-
nar, the trajectories are two-dimensional (2D).
The state of an aircraft i at time t is described
by its position and speed vectors pi(t) and vi(t).
The aircraft is then controlled by its acceleration
ui(t), which was judged more realistic than di-
rectly controlling speed.

As fuel consumption is somehow related to
the aircraft acceleration, the cost function was
chosen as: ∫ T

0

(
∑
i∈A
‖ui‖dt

)
(1)

In order to keep the model simple, the realism
of the trajectories is only ensured by bounding
accelerations and speeds.

Vi
2≤‖vi(t)‖2≤Vi

2 and ‖ui(t)‖2≤Ui
2
,∀i∈A

(2)
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Regarding 4D planning, the cost function al-
ready ensures that trajectories deviate as little
as possible from the reference trajectories when
avoiding loss of separation. The remaining issue
is to put the aircraft back on their reference tra-
jectories after manœuvring. This is achieved by
constraining the aircraft to recover their initially
planned positions and speeds, pend

i and vend
i , at

time T :

(pi(T ),vi(T )) =
(

pend
i ,vend

i

)
, ∀i ∈ A (3)

The trajectories are conflict-free if separation
is maintained between each pair of aircraft in
potential conflict. This means that for any pair
(i, j) ∈ C the set of potential conflicts:∥∥p j(t)−pi(t)

∥∥2 ≥ D2, ∀t ∈ [0,T ], (4)

where D is the horizontal separation norm (a typ-
ical value is D = 5 NM).

It was also considered that segregated areas
may have to be avoided. For instance, this is
necessary if some portions of the airspace are re-
served, at least on a temporary basis, for mili-
tary use. Such area was modelled as a polyg-
onal obstacle o described by affine inequalities
aex+bey+ ce ≤ 0, e ∈ Eo. Avoidance of an ob-
stacle is guaranteed by the constraints:

max
e∈Eo

(ae pi,x(t)+be pi,y(t)+ ce)≥ 0, ∀t ∈ [0,T ],

(5)
where (pi,x(t), pi,y(t)) are the coordinates of air-
craft i at time t.

The optimisation problem containing these
criteria and constraints resides in the framework
of optimal control. No analytical solution was
found yet without further simplifications. This
involves that the model should be solved numeri-
cally. A discretisation process called direct tran-
scription was implemented for this purpose.

2.2 Numerical resolution through NLP

The state and control variables are functions tak-
ing their values in a continuous time interval. As
no numerical techniques may handle such data,

these functions had to be parametrised with a fi-
nite number of variables. The most straight for-
ward option was chosen, which means that the
time window was sampled into a sequence of
K + 1 instants 0 = t0 < t1 < .. . < tK = T . The
samples are uniformly distributed according to a
time step ∆. The variables are then represented
by the finite set of values taken at each time step
{pk

i }, {vk
i } and {uk

i }, k ∈ {0, . . . ,K}.
This process is called direct transcription.

The first difficulty arising during transcription
is due to the differential relations between the
variables, as v = ṗ and u = v̇. These differen-
tial equations have to be integrated numerically.
Based on a study made by Paielli on modelling
manœuvres [10], this difficulty was alleviated by
assuming that acceleration is a piecewise con-
stant function. Variables are then calculated as

pk+1
i = pk

i +∆vk
i +

∆2

2 uk
i ,∀i,k (6)

vk+1
i = vk

i +∆uk
i ,∀i,k (7)

The second difficulty is due to non convex
constraints. For such constraints, it is not suffi-
cient to check their validity at each time step if
they have to be respected on the whole time in-
terval. This case is mostly an issue for the sepa-
ration constraints. Figure 1 illustrates a situation
where non convexity leads to a loss of separation
that would not be detected with a simple check
at each time step. It is however possible to find a
simple analytical expression of the minimum dis-
tance on each time interval [tk, tk+1] when speed
is constant [9]. By comparing speed with a well
chosen constant function it was then possible to
find a good approximate constraint guaranteeing
that separation is maintained on the whole inter-
val.

The resulting model is a NLP which may
be solved by several efficient solvers such as
IPOPT1. It is important to highlight that, due to
non convexity of constraints, the convergence to
a global optimum may not be proved. This re-
mark may seem secondary as finding the best set

1IPOPT is an open libray distributed on the COIN-OR
website https://projects.coin-or.org/Ipopt
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D=5 NM

i

j
tk

tk+1

Fig. 1 Concavity of separation constraints

of trajectories is not essential as long as it is con-
flict free. However, without such proof, it is not
even possible to affirm that conflict free trajecto-
ries are computed when they exist.

The necessity to provide some guarantees of
convergence was then achieved by modelling the
problem with a MILP. This family of optimiza-
tion problem is characterised by a linear objec-
tive, linear constraints and both continuous and
binary variables. This choice was done because
it may be used to get a good approximation of
the problem and because such model may be
solved optimally. Solving the MILP first guaran-
tees that conflict free trajectories are found when
the MILP is feasible. It also provides a good ini-
tial solution for solving the NLP which is a more
faithful representation of the real problem.

2.3 Modelling ATC as a MILP

ATC was already modelled as a MILP by several
authors [6, 7, 8]. The difference with the pre-
viously developed approaches is that this model
should allow several modifications of speed and
heading while assuming that speed is a linear
continuous function of time. Most other op-
tions did not allow for heading changes [8] or
only allowed one speed change [7] or assumed
that speed changes were instantaneous and only
checked separation at each time step [6].

The formulation of the problem with linear
constraints is not natural though. Most con-
straints are non linear and separation constraints
are not even convex. In order to make the con-
straints linear, it is helpful to notice that they
might be represented geometrically thanks to cir-

cles. A separation constraint is a circle centred
on an aircraft inside of which no other aircraft
must go. Upper bounds on speed and accelera-
tion are circles inside of which the extremities of
speed and acceleration vectors must remain. The
process of linearisation may thus be undergone
by approaching the circle with tangents when the
forbidden area is inside (Figure 2) or with chords
when it is outside (Figure 3).

vj-vi

i

Dj pj-pi

Fig. 2 Approximation of the separation circle
with tangents

Radius = Vmax
or Umax

vref

Fig. 3 Approximation of upper bounds with chords

Chords and tangents are straight lines and as
such, their equations are linear. Upper bounds are
respected if the vectors satisfy all the constraints
delimited by the chords. On the opposite, separa-
tion is guaranteed if at least one of the constraints
delimited by the tangents is respected. Separation
is thus approached with a disjunction of linear
constraints. This disjunction may only be mod-
elled with binary variables. These variables add
a combinatorial complexity to the resolution, as
a tree, whose size grows exponentially with the
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number of binary variables, has to be explored to
get the optimal solution. The expression of the
constraints is given in [9].

It is also important to notice that lower
bounds on speed are similar to separation con-
straints as they might be represented as a circle
outside of which the extremities of speed vectors
must lie. It was however observed on theoreti-
cal data sets that lower bounds are not necessary
because of the constraints on final positions and
speeds. It is indeed impossible or very costly to
recover the reference trajectory when very small
velocities are chosen. Lower bounds on veloc-
ities were thus deleted from the model because
they would make it much more complex with-
out adding much information to it. As a conse-
quence, there is a need to confirm on real data
sets that these constraints may rightfully be ne-
glected.

Experiments were conducted to test the
solver on virtual data sets. The results were en-
couraging as they showed that the solver was able
to generate conflict-free trajectories on very com-
plex situations in reasonable computation times.
Reality remains a source of unexpected and very
specific situations which cannot be found in ar-
tificial configurations. The next section of this
article aims at building experiments drawn from
real traffic.

3 Solving “real” air traffic conflicts : gener-
ating problem instances

Our main goal is to test the solver’s ability to han-
dle conflict situations from actual traffic. At this
stage we only want to deal with local situations
with realistic aircraft trajectories, roughly as they
would be presented to a human ATCO monitor-
ing a sector. This means that sets of conflicts
taken in isolation are extracted from air traffic
data and input to the solver. The solutions are di-
rectly analysed without reconstructing the com-
plete trajectories.

Working in tactical (short time notice) con-
ditions renders considering the trajectory predic-
tions as deterministic a reasonable approxima-
tion. Under these conditions, a single run of

the solver is adequate, though it was primarily
studied and developed to be part of an updating
control-loop of the traffic.

As the solver represents separation and per-
formance constraints in its own internal model,
necessarily different from their operational real-
ity, the translation from one to the other, and the
conformity of the solutions proposed, are impor-
tant matters to study. Working on a set of con-
flicts taken in isolation is a first step in this direc-
tion.

3.1 Traffic data, pretreatment

Large-scale traffic and reliable aircraft per-
formance data are requisite for our purpose.
Recorded flight data is a logical choice consid-
ering the target applications of our solver and our
limited access to operational providers. Radar
tracks files may seem the best choice, thanks to
their high sampling rate, but are not easily ob-
tained and their size is massive even on a national
scale. Moreover, taken in isolation, they are al-
ready de-conflicted; one would have to correlate
them with the relevant flight plans to get an idea
of the aircraft intended trajectories, so as to detect
ATCO (ATC Officer) actions to resolve conflicts.

We found an easily adaptable performance
model in IESTA aircraft performance module
[11] based on BADA [12], and a few ETFMS
(Enhanced Tactical Flow Management System)
data files from CFMU (Central Flow Manage-
ment Unit) were available. These files contain
about 28000 continental flight plans each, along
with both initial (as requested by the airlines) and
actual take-off (TOT) and time-over (TO) times.
Our solver is not able to handle take-off sequenc-
ing. Actual TO have the advantage of providing
realistic airport regulation to the traffic.

The next step is then to use these waypoint-
to-waypoint flight plans with actual TO as the air-
craft original 4D flight intentions. As compared
to radar tracks, these ‘trajectories’ do not include
direct routings nor conflict resolutions through
vectoring. The problems they leave for our solver
to manage are thus representative enough, in
terms of traffic patterns (time and space distribu-
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tion), of those handled by ATCOs.
However, ETFMS format rounds TOT and

TO dates to the nearest minute. Because of this,
some aircraft may seem not to conform to their
performance category’s speed limits. Moreover,
some pairs of aircraft seem to pass the same ini-
tial departure fix with very low longitudinal sep-
aration. Some pretreatment adjusting TOT and
TO is required as unfeasible constraints (speeds,
boundary values) do not constitute well-posed
problems for the solver. The adjustments were
kept to a smooth, and whenever possible small,
nudging of TOT and TO to appropriate second-
accurate dates.

3.2 Conflicts, conflict clusters

Everywhere two aircraft’s trajectories come
within separation distance of each other (in 3D),
we define a potential conflict if both aircraft
are within 2 minutes of their respective closest
points. Making a list of every potential conflict
in a day’s worth of flight data on a continental
scale can be computationally challenging. We
sped the process up using 2D-hashing (quadtree)
techniques on the set of more than 500000 seg-
ments (20-30 segments per flight). When using
dimensional hashing for geo-location, the com-
plexity of conflict detection remains quadratic,
but is reduced by a large constant factor (propor-
tional to the quadtree size) in average cases. Note
that hashing initially adds a linear overhead.

For each potential conflict detected, the
solver is input a list of parameters describing
the traffic situation in the chosen time window.
This description includes the horizontal separa-
tion distance, the time window duration, and for
every aircraft involved, along local coordinates:

• its initial and final positions;

• its initial and final speeds;

• its maximal and minimal speeds in the cur-
rent context;

• its maximal acceleration.

The performance limits, depending on alti-
tude and temperature around the conflict center
point are computed from the aircraft’s perfor-
mance categories.

We did not consider conflicts below FL195,
as the solver is specialised in 2D resolution of en-
route conflicts. In the case of conflicts just above
this limit, the time window (15 minutes, centred
on the time of closest approach) may reach some
of the initial or final segments of the flights in-
volved. This stresses the need for the TOT and
TO adjustments mentioned in 3.1.

What are the aircraft to consider in a given
conflict situation? In theory, to generate a
conflict-free traffic, one needs to:

• simulate the primary conflicts solving

• detect eventual secondary conflicts created
by the avoidance manœuvres

• add the aircraft involved before solving the
new, bigger instance

• and so on, until a fixed point is reached

More formally, let A and B be aircraft, AT0,T1

be the partial trajectory of A between times T0
and T1. Let AT0,T1 be related to partial trajectory
BT2,T3 if B, between times T2 and T3, is potentially
affected by the solver’s actions on A’s trajectory
between times T0 and T1. The total set of aircraft
trajectories that must be taken into account in any
resolution involving aircraft A between T0 and T1
is the transitive closure on {AT0,T1} of this rela-
tion. Such sets are often called conflict clusters
(e.g.[13]), though the exact definition of a cluster
may differ from one author to another.

If the traffic is dense enough, computing a
conflict’s cluster may already be costly. Worse,
the resulting cluster’s size cannot be bounded a
priori, as it can snowball in every dimension.
This could create unmanageable situations for the
ATCO/solver, due to lack of time (computational
complexity) and room in airspace.

This problem potentially exists in current
ATM, and is managed by pre-emptively limiting
clusters growth through ATFCM (Air Traffic flow
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and Capacity Management) measures that cre-
ate buffer space: air route design and flight level
forcing leave some geographical buffer, whereas
strategic regulations such as take-off slots or
miles-in-trail procedures leave time buffers. In
terminal areas where traffic density may reach
critical levels at peak hours, special procedures,
such as stacks and space reserved for ‘trombon-
ing’, create extra buffers [14].

In our experiments, we built the clusters
around the partial trajectories involved in the
primary conflict by detecting potential extended
separation loss, that is, using our regular conflict
detection with larger horizontal separation dis-
tance. In practice, a single pass of this detection
with extended separation set to 15NM proved
sufficient for the traffic samples tested, returning
maximum clusters of 4 aircraft only: the actual
en route space-time traffic density is rather low.

The upside is that it shows the European ATM
filters, strategic (ATFCM) and pre-tactical (inter-
sectors or inter-control centres traffic delivery),
do smooth the density and improve safety. Note
also that the solver minimises the aircraft’s accel-
eration through its cost function (cf. 2.1), which
means that in the absence of effective conflicts,
its action on the trajectories will tend to be a spa-
tially contracting function.

The downside is that these tests leave the
solver well below the traffic amount it showed
it could handle in virtual data sets (cf. 2.3).
Building more challenging examples from realis-
tic data will need applying traffic increase meth-
ods (Section 5) on current samples.

4 Experiments and results

Over a day’s worth of traffic (about 28000
flights), we detected 1580 potential conflicts
above FL195. Of course, none of them was
frontal, thanks to the orientation scheme of flight
levels. It was surprising that no crossing conflict
occurred either, but it is due to our trajectory gen-
eration method which forces the aircraft to stay
strictly on the route network. Its design, and this
particular day’s flight schedule, were such that
all crossings could be dealt with through ’merge-

and-split’ structures. Figure 6 gives a good illus-
tration of one.

The conflicts were all either of the ‘catching-
up’ (two aircraft on the same track with the same
heading) or ‘merging’ (two aircraft converging at
low angle to join the same track) types.

Once the traffic samples pre-treated so that
their boundary conditions were feasible with re-
spect to the performance and separation con-
straints, the solver had no trouble finding correct
solutions. A few marginal performance infringe-
ments appeared in the resulting proposed trajec-
tories. They are due to too small margins left,
both in the pre-treatment process (some aircraft
too close to the edges of their flight envelope) and
in the performance constraints input to the solver.
The current progress of our analysis does not al-
low to conclude on this matter.

A few examples illustrate the solver’s
favoured resolutions’ geometry.

Fig. 4 Short-cut resolution

Figure 4: Both aircraft have the same initial
trajectory (red, white); the conflict is due to the
second one catching up on the first. The solver
proposes short-cuts for both, with speed adjust-
ments (lower speeds), that meet the exit 4D tar-
get. The original route detour is probably due to
a military segregated area; we do not have data
about these. Even then, depending on the local
FUA (Flexible Use of Airspace) implementation,
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the solution may be licit. Otherwise, with rele-
vant information, the solver is able to take for-
bidden zones into account in its resolutions.

Fig. 5 Three take-off from Heathrow

Figure 5: Original trajectories are represented
in yellow and red, the corrected ones in green and
blue. The first segment is fictitious, as ETFMS
data does not describe the SID (Standard Instru-
ments Departure) procedure geometry. The three
flights take off from Heathrow, heading to Düs-
seldorf, Amsterdam and Budapest. Note that
the solver puts the ’yellow’ aircraft away, on the
longer green trajectory, before to let it back on its
destination track. In effect, this choice is sym-
metric to the usual approach trombone maœuver.

Figure 6: Original trajectories are represented
in red and yellow (from Heathrow) and orange

Fig. 6 From merge-and-split to crossing

(from Luton), the corrected ones in dark blue,
green and light blue respectively. The solver
overrides the air route network ‘merge-and-split’
design on these tracks and suggests a safe cross-
ing. In general the route network increases traffic
predictability, but is sub-optimal in terms of fuel
efficiency.

Pictures were created thanks to Google
EarthTMmapping service.

5 The way forward

Working on a few samples was enough to reckon
the practical feasibility of providing examples
from actual traffic to the solver, and observe the
behaviour of the overall conflict processing soft-
ware. The results are sufficient to take the next
steps, beginning with statistical analysis on the
processing of much larger sets of traffic data.

As mentioned in the comments to Figure
4, gathering and exploiting data on segregated
airspaces would increase realism, and pose more
challenging riddles to the solver around them.
Still, the status schedule of these zones must be
valid in the period covered by the traffic data
sample, as the flight plans input in the solver take
them into account.

The same aircraft trajectories we used can
also be formatted as a chronological stream; im-
pending conflicts could be computed on-the-fly,
and the solver be part of a continuous control
loop. Such a setting is also a natural way to in-
clude uncertainties on wind, aircraft performance
and trajectory prediction. It will thus constitute a
test bed for the stochastic programming variants
of the solver (work in progress).

Increasing the traffic density two- or three-
fold would allow to demonstrate that our algo-
rithms can handle much higher complexity, be-
sides the need to evaluate 2030+ ATM concepts
in optimistic scenarios. It is not a trivial task if
one wants to keep some measure of realism re-
garding demand patterns. The easiest part is re-
specting operational conditions (airport capacity,
matching of aircraft types to their mission pro-
files). In addition, the traffic distribution must
at least conform to current or forecast statisti-
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cal trends. For instance it is important to reflect
peak or low hours, relative business or quietness
of certain airports, airlines categories, and so on.
A possibility resides in the aircraft cloning tech-
niques that have been used for some years by the
Eurocontrol FAP team [15]. Once a traffic de-
mand is obtained, one still needs to devise and
apply ATFCM measures at a strategic level (rout-
ing, regulation) to prevent traffic bunching and
limit conflict clusters.

In order to prevent clusters from growing
too much, it could be efficient to fence up the
manœuvres produced by the solver inside a lim-
ited space. This is made possible by the ‘seg-
regated area’ constraints included in the solver
model: the inclusion of virtual no-fly zones, with
well chosen boundaries, in a conflict set input to
the solver, would force it to find a solution in re-
stricted space.

Finally, we do not have a conflict solver spe-
cialised in arrival procedures at our disposal yet,
though we are part of an internal Onera effort
towards designing one. Departure management
is relatively easier, being subject to fewer uncer-
tainties: in practice, the aircraft are separated in
initial climb thanks to the runway take-off fre-
quency.
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