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Abstract

A linearized potential-flow method and an Euler method
are applied to the numerical simulation of the unsteady
flow aimed at the prediction of longitudinal dynamic
parameters for a complete aircraft configuration. Des-
cribed are the indicial plunge response for a configuration
that includes the wing, tail surfaces, the fuselage, the aft-
mounted engine nacelle, the engine pylon and the engine
exhaust.

The results reveal the importance of considering a detailed
model of the complete configuration for the accurate de-
termination of the dynamic response.

Introduction

Present trends towards aircraft designs relying on augmen-
ted-stability, and aircraft operating at extreme flight con-
ditions have resulted in a need for an accurate description
of the dynamic behavior of aircraft. However, the cha-
racteristics of the dynamic behavior can be difficult to ob-
tain during the design phase, due to the necessity of
having to predict the steady and unsteady aerodynamic be-
havior of the complete configuration, this because the do-
minant effect of the mutual aerodynamic interaction of the
various components of the aircraft.

Analytical prediction techniques and empirical methods
based on data-bases of the characteristics of existing air-
craft are simple to apply, but are limited in their ability to
represent the complex aerodynamic interactions occurring
-in the flow field around realistic configurations. Wind-tun-
nel tests can be performed, but the requirement for dy-
namic excitation and measurement significantly increases
the complexity and costs of the tests. Therefore, the de-
tailed determination of the dynamic characteristics of the
aircraft is often carried out during the flight-test phase,
i.e. following the completion of the aircraft design, imply-
ing a substantial design uncertainty and risk.

An attractive alternative might be to estimate the aircraft
dynamic characteristics using computational fluid dynam-
ics (CFD) methods. CFD techniques can be applied to
predict the dynamic characteristics early in the design
phase. Furthermore, the CFD methods could be applied
to analyze flight conditions which may be difficult or
dangerous to reproduce in flight tests.

In general there are two ways to approach the estimation
of fluid-structure dynamics using CFD. The first one,
known as the coupled-simulation method, integrates the e-
quations for the fluid flow simultaneously with the aircraft
kinematic equations. This approach allows all aerodynam-
ic non-linearities to be included in the response of the air-
craft. In addition, it is possible to include other features
such as control deflections and aero-elastic effects. In
spite of its generality, however, at present the coupled-si-
mulation method is too costly to be applied routinely, pri-
marily because of the large number of simulations re-
quired to characterize the aircraft response over the full
flight envelope. In the second approach, known as mathe-
matical modelling, a range of aerodynamic behavior is en-
capsulated into compact models of force responses. The
parameters in these models can be determined from a rela-
tively small number of CFD simulations for a number of
characteristic manoeuvres™. In addition to requiring less
CFD simulations than for the case of the coupled-simula-
tion approach, the ensuing mathematical models of aero-
dynamic force responses are efficient to evaluate. This
renders them well-suited for implementation in real-time
flight simulators and for preliminary flight-control system
design.

The range of applicability of a particular CFD technique
to the prediction of dynamic characteristics is determined
by the approximations inherent in the mathematical model
of the fluid flow on which the CFD method is based. At
present the most sophisticated model used in aircraft aero-
dynamics describes the fluid flow by the Reynolds-Aver-
aged Navier-Stokes (RANS) equations. This fluid-flow
model allows the representation of effects due compressi-
bility, vorticity, viscosity and heat conduction as well as
turbulence (in an approximate fashion through turbulence
models) over a wide range of flight conditions.

Flow simulations using RANS methods tend to be costly,
however, as high-resolution grids are required to resolve
the viscous-flow details. This cost is substantially magni-
fied for unsteady-flow simulations, due to the widely dis-
parate time-scales of high-frequency flow transients and
the transients of the aircraft’s motion. In addition there is
the uncertainty about the applicability of the turbulence
model eniployed in the RANS method.

At the other end of the flow-model spectrum is the linea-
rized potential flow model®. Although it can be applied
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relatively easily for complex geometries at relatively low
cost (both in CPU-time and in man hours required to set
up the computational mesh), the linearized potential-flow
model cannot represent nonlinear effects (shock waves)
due to compressibility nor viscous and heat-conduction ef-
fects, nor effects due to turbulence. In addition, the linea-
rized potential-flow model requires the vorticity to be con-
tained within infinitesimal regions, i.e. vortex-wake sur-
faces and vortex filaments. These vortex sheets have to be
fitted into the flow field solution as surfaces across which
the velocity potential is discontinuous. Both the strength
and the position in space of the vortex sheets have to be
determined as part of the solution. Vortex filaments are
used as the representation of the compact highly rolled-up
parts of the vortex sheets. The topology of the vortex-
wake surfaces and vortex filaments is to be specified a
priori, which can be a difficult task for complex configu-
rations in unsteady flows.

Practically, however, as computer resources are limited,
simplified models of the fluid flow, such as the linearized
potential-flow model are required for (design) studies,
while more sophisticated models are permissible for occa-
sional insight-providing or validation runs.

A compromise between the two fluid-flow models is the
model based on the Euler equations. Typically, aircraft o-
perate in the high-Reynolds-number-flow regime and, at
least in part of the flight envelope, at moderate angles of
attack, where effects due to viscosity, heat conduction and
turbulence are confined to thin shear layers. In these cases
the total aerodynamic forces, which are the most signifi-
cant as far as the dynamic behavior of the aircraft is con-
cerned, can be well predicted by accounting for viscous
effects separately. The flow model based on the Euler e-
quations neglects viscosity, heat conduction and turbu-
lence, but retains the ability to accurately represent nonli-
near compressibility effects. Furthermore, the Euler equa-
tions are able to capture complex wake interactions with-
out the need for an explicit wake model, nor a priori
knowledge of wake topology. Although Euler methods do
require an order of magnitude larger computational effort
than their potential-flow counterparts, Euler methods re-
- quire considerably less CPU time than RANS methods.
Furthermore, numerical techniques generated and experi-
ences gained with Euler methods are also directly appli-
cable to RANS methods, should the latter become more
feasible through the rapidly advancing computer technolo-

gy.

An accurate prediction of the dynamic characteristics of
realistic aircraft configurations employing a computational
method poses a significant challenge. This is due primari-
ly to the difficulty in predicting the unsteady aerodynamic
response, which is often dominated by interactions occur-
ring between time-varying wakes generated by one com-
ponent interacting with the flow about another component
further downstream. These flow interactions have to be

resolved adequately, both spatially and temporally. A no-
table example is the lag in the response of an aft-mounted
tail, a lag caused by the finite time it takes for the wing
wake vorticity to get convected to the tail of the configu-
ration. Such an interaction can have a strong influence on
the aerodynamic damping of short-period dynamic modes.
Therefore, a numerical method used in the prediction of
dynamic responses must be sufficiently general to repre-
sent the complex geometry of the aircraft configuration as
well as the complex flow features and interactions occur-
ring during the response. However, the method must also
be computationally efficient, so that it can be applied to
numerical simulations involving a large number (for an
Euler method: order of magnitude 1 to 2 million for the
half-space) of grid points, specifically in the vortical
wakes.

This paper discusses the development and application of
two computational methods for the computation of the
aerodynamic responses of manoeuvring complete aircraft
configurations. The first of these is based on a surface
singularity technique for the linearized potential-flow
equation. This (panel) method allows the consideration of
complex geometries at minimum cost, making it suitable
for design purposes. The second computational method is
based on a solution algorithm for the Euler equations.
This algorithm is suitable for the numerical simulation of
the aerodynamic response at conditions with complex vor-
tical-wake interactions and cases with significant com-
pressibility effects. The algorithn has been implemented
with an emphasis on ensuring efficiency, both in terms of
accuracy for a given number of grid points, and work per
grid point per time step, but does require significantly
more computational effort than the panel method. Al-
though a conventional structured patched multi-block fini-
te-volume approach is employed, an unstructured patched-
interface capability has been included to provide greater
control over local grid discretizations and to ease the con-
struction of the multi-block spatial grid. To allow for the
large time steps appropriate for low-frequency aircraft ma-
noeuvres, an implicit time-integration procedure is used.
This has been implemented using a multi-block sub-
iteration technique.

In this paper we present results for the application of the
potential-flow method and the Euler method to the predic-

tion of indicial-plunge aerodynamic responses.

Aerodynamic Responses

In flight dynamics, the aerodynamic characteristics of air-
craft are normally expressed in terms of aerodynamic sta-
bility derivatives, which are the parameters of the mathe-
matical models of the aerodynamic response. The majority

- of these parameters are associated with a steady flight

o

condition. Therefore these stability derivatives can be ex-
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tracted from the steady-flow solution of the computational
method, i.e. the panel method or the Euler method. For
the steady stability derivatives it is assumed that the total
aerodynamic force (and moment) is a function of the in-
stantaneous state variables only. The history of the ma-
noeuvre is thus neglected. During the rapid actuation of
the controls, however, unsteady interactions between air-
craft components, such as the wing and the tail, can have
a significant effect on the dynamic response. For longitu-
dinal motions, this is often accounted for with additional
derivatives associated with the instantaneous time-deriva-
tive of the angle of attack (&). Estimation of these deriva-
tives requires computationally intensive, time-accurate, si-
mulations of the flow around the aircraft.

An often employed strategy is to evaluate the &-deriva-
tives using the force response from harmonic « excita-
tions. Since the &-derivatives depend on the frequency a
number of flow simulations are required to establish the
frequency response. To obtain the harmonic response,
however, requires long time-histories of the response
before the initial transients have damped out. Therefore
this strategy requires excessive COmputer resources.

A possibly more efficient strategy for determining the un-
steady aerodynamic response is by the computation of in-
dicial functions, which are the responses to step inputs of
for instance angle of attack. Employing the indicial-func-
tion approach the frequency-response to unsteady excita-
tions about a mean state can be determined using the re-
sults of just one, relatively short-duration, time-accurate
flow simulation. Indicial responses can also be used to
construct more general models of acrodynamic force res-
ponse, which can include aerodynamic hysteresis and bi-
furcations ®. The results of the indicial response computa-
tion can be related to the unsteady stability derivatives,

such as the &-derivatives, through for example the meth-
od described in Refs. 3 and 4.

The time-variant lift response to a time-dependent «,
Cy(t), can be expressed in terms of the indicial response
A(t) to a unit change in « as:

da(7) .
T dr e

C.() = C0) + lA(t—T)

Assuming that ¢ = da/dt is constant we get:
t

C0 = C0) + & LA(:-T)dT 0

Noting that the final response to a unit change in « is C;,
and defining a lift-defect function as f(t) = C_, - A(t), the
lift response follows as:

t

Ct) = C0) + C ét - & ‘[;f(t—r)df 3)

Since @t = a(t), Eq. (3) can be expressed in terms of
standard stability derivatives if we define:

t

C, = -l f(t-7ndr (4)

The determination of indicial responses for airfoils and fi-
nite-span wings has been considered theoretically by a-
mongst others Bisplinghoff et al.®, experimentally by a-
mongst others Leishman® and more recently numerically
by amongst others Lesieutre et al.”. In two dimensions
theoretical results include both results for incompressible
flow as well as approximate results for compressible flow.
In three dimensions analytical results for incompressible
flow include approximate results for thin wings of ellipti-
cal, rectangular and delta planform of various aspect ra-
tios.

The indicial response of the aerodynamic force and mo-
ment may be split into a circulatory and a non-circulatory
part. The circulatory part contains the persistent influence
of the generation of vorticity .at the trailing edges of the
configuration as a response to the excitation of the state of
the aircraft. The non-circulatory part is due to the acoustic
wave system created by the initial step change in the state
of the aircraft. In incompressible flow the acoustic speed
is infinite and the non-circulatory part reduces to an infi-
nite pulse occurring at the initiation of the excitation. In
compressible flow the initial non-circulatory part is finite,
and its influence persists for the early portion of the res-
ponse history. For example for a wing responding to a
sudden increase in angle of attack, this initial loading is
caused by the creation of uniform compression and expan-
sion waves on the upper and lower surface, respectively.
As shown by Lomax® the magnitude of the initial res-
ponse can be determined in a manner similar to that for a
one-dimensional piston. As time proceeds, acoustic waves
propagating from the edges of the wing destroy the in-
itially uniform distribution of the pressure perturbations.
The reflections and interactions of these waves determine
the later form of the non-circulatory response, see
Lomax®.

In both incompressible and compressible flow, the later
portions of the indicial response are dominated by the cir-
culatory effects, i.e. convection of vorticity generated at
the edges and interaction of this vorticity with the flow a-
round the generating component as well as around down-

'stream aircraft components. In the case of an isolated fini-

te-span wing, vorticity generated at the wing’s trailing
edge has a time-variant influence on the wing surface
pressure distribution as the vorticity is convected in down-
stream direction, away from the wing trailing edge. An i-
solated wing therefore approaches its final loading asymp-
totically. In case more than one aircraft component is pre-
sent, however, the influence of the wake vorticity con-
vecting downstream from one component may induce a_
significant perturbation to the response of another compo-




Copyright © 1998,

by the International Council of the Aeronautical Sciences (ICAS)

and the American Institute of Aeronautics and Astronautics, Inc.

nent. Conversely, the flow field and wake geometry may
also be distorted by the unsteady loading (bounded vortici-
ty) of the affected components, possibly leading to a signi-
ficant unsteady aerodynamic coupling.

Potential-flow method

Assuming that for the high-Reynolds-number flow the in-
fluence of viscosity, heat conduction and turbulence is
limited to thin layers and can be neglected, and assuming
that the vorticity is contained within infinitesimal regions
such as vortex sheets and vortex filaments a velocity po-

tential can be introduced as R;,t) = V.@(-x‘,t), with®(x.t)
the velocity potential. In the present paper we consider in-
compressible potential flow only. In that case (see Ref. 2)
the governing equation for the velocity potential is La-
place’s equation:
Fe e g )
ax?  dy* az?

Once the velocity potential has been obtained, the pressure
follows from Bernoulli’s equation:

9 L wVo2+ P - )
at 0

with C(t) an arbitrary constant, here related to the flow at
infinity upstream.

The solution of Laplace’s equation, Eq. (5) is expressed
in terms of doublet distribution u and source distribution
o on the surface of the geometry and a doublet distribu-
tion on the wake vortex sheets trailing from the trailing
edges of the lifting components of the aircraft. Both singu-
larity distributions are a function of location on the sur-
face as well as of time.

The boundary conditions to be imposed are the following:

(1) On solid surfaces, which are assumed to be closed,
i.e. bound a volume, the normal-velocity boundary condi-
tion is imposed through a Dirichlet condition for the ficti-
tious flow (which can be chosen conveniently) inside the

- volume enclosed by the surface. This leads to an algebraic
relation for the strength of the source distribution and a
Fredholm integral equation of the second kind for the dou-
blet distribution.

(2) On wake vortex sheets three conditions apply, namely
that it is a stream surface and that the static pressure is
continuous across the vortex sheet. This gives, at least in
principle, sufficient conditions for determining the un-
known position of, and the unknown doublet distribution
on, the wake vortex sheet. The shape of the vortex sheet
varies in time and can become quite complex. For cases
of not too high loading and not too large distortions we
describe the wake vortex sheet as a distortion superposed
on a fixed reference wake surface, i.e. points on the wake

vortex sheet are described as:
X850 = X,(5,.8,) + €(s,.5,,) n,(5,.8,)  (6)

where X.(s,.s,) describes the reference wake surface in
terms of surface coordinates s, and s,, 1n,(s,,s,) is the unit

normal on the wake reference surface and €(s,,s,,1) is the
time-dependent distortion, assumed to be small. Exploiting
the order of magnitudes of the various quantities involved
in a fashion similar to lifting-surface theory, the wake
boundary conditions can be linearized to the following two
conditions, to be imposed at each point (s,,s,) on the wake
reference surface at each point in time, see Weber®:

% - EP(-{W(SPS;)J)~ﬁ/‘(51'52*t) + h.o.t.

de¢ _ —p— - = ™
- = uP(x,(5,.8,).0.(n,(5,.5,) - Ve(s,,8,,t)) + h.o.t.

where uP (-;(:‘,,(sl,sz).t) denotes the Principal Value of the
sum of the free-stream velocity and the velocity induced
by the surface singularity distributions. The upper relation
in Eq. (7) is the linearized pressure condition, which does
not involve the distortion e(s,.,t) of the wake vortex
sheet, only the known wake reference surface, the un-
known doublet distribution on the wake reference surface
and the unknown singularity distributions on the solid sur-
faces enter in this relation. This implies that the wake sur-
face distortion, to first-order approximation in terms of
perturbations to the steady-flow solution, does not affect
the wake doublet distribution. Once at a given point in
time the doublet distribution has been solved for, the wake
distortion (s, .,,t) can be obtained from the lower relation
in Eq. (7). This decoupling facilitates the full utilisation
of the steady-flow method in a quasi-steady fashion, but
for the inclusion of the time-derivative in the upper
relation of Eq. (7). Note that this relation is only mildly
non-linear in the unknown doublet distribution.

The second-order accurate discretisation of the computati-
onal method (FASDU) is described in Ref. 9. It follows
the lines sketched in Ref. 2 and involves the subdivision
of the surface into mutually independent segments (net-
works), each divided into panels by s, = constant and s,
= constant curves. A local, quadratic, representation is
used to describe the geometry of the panels on the solid
and on the wake reference surface. The doublet distribu-
tion on each panel of these surfaces is approximated using

‘the same type of local, quadratic, representation in terms

of s, and s,. The source distribution on the solid surfaces
is approximated, consistently, employing a linear local re-
presentation. Applying the boundary condition(s) at the
midpoint of each panel on the solid (and wake reference)
surface yields a system of algebraic equations, where most
equations are linear in terms of the parameters that define
the local quadratic representation of the doublet dis-
tribution, while the equations corresponding with the
boundary condition on the wake reference surface is qua-
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dratic in these parameters. This system is solved using a
Newton-Raphson iterative method.

The method only requires the discretisation of the surface
of the configuration (dimension-lowering property of the
surface-singularity solution technique of solving Laplace’s
equation), but the calculation of the fully-populated matrix
with Aerodynamic Influence Coefficients (AIC’s) requires
an effort that scales quadratically with N,

The potential flow formulation can be extended to the case
of compressible flow, resulting, upon linearisation, in the
Prandtl-Glauert equation, which now does contain time-
derivatives. This implies that in compressible flow the
time lag is to be included in the formulation, which is a
significant complication.

More details on the method as well as applications to har-
monically oscillating airfoils, finite-span wings and wing-
tail combinations can be found in Ref. 9.

Euler method

If all quantities are measured relative to the inertial frame,
the Euler equations for an arbitrary, moving, control vol-
ume V(t) can be written as, see for example Ref. 10:

%‘[ UUdV . a[}f?(U).?de =0 ®)

where 9V is the closed surface bounding the control vol-
ume V, with 1 is the outward unit normal vector, point-
ing out of V. The column vector U of the conservation
variables is given by (p,pu.pv,ow,pE)T, where p(x.t) is
the density, wxt) = (u,v.w)" the velocity vector and E
the total energy per unit mass, which for a calorically per-
fect gas can be expressed as:

E=_L P,y ©)
1p

Y-
with p the static pressure. If we define the velocity of the
bounding surface of the control volume as Ev , the normal
component of the flux can be expressed as:
p(u dv) n
pU(u 1%,\) n o+ Pll (10)
pE(u ud) 1+pu n

F.n-=

In order to discretize the Euler equations the space around
the configuration is first divided into blocks, which in turn
are divided in structured meshes of hexahedral cells. Eq.
(8) is then applied to each cell of the grid, employing a
cell-centered finite-volume discretization, resulting in the
following system of ordinary differential equations to be
integrated in time:

m=l

L2uv., - E,. (1

where m is the cell-face number, M_,, is the total number

of faces of the cell surface, V., is the cell volume and S
is the area vector of cell-face m (unit outward vector
times area of cell face).

In the current algorithm the cell-face flux vector may be
determined by an upwind scheme, using Roe’s approxi-
mate Riemann solver with second-order TVD limiting (see
Refs. 10 and 11), or by a centered method with scalar
nonlinear artificial dissipation.

The time-accurate solution of the Euler equations requires
the integration of the system of nonlinear ODE’s given in
Eq. (11), which can be expressed as:

dUu _
a -R(U) (12)

For unsteady flows the choice between explicit and impli-
cit time integration is determined by:

(1) the maximum allowable time step of the explicit
scheme relative to the time scale of the problem, and
(2) the work per time step required by the implicit scheme
relative to that of the explicit scheme.

In the case of aircraft dynamics the physical time scales
are typically several orders of magnitude greater than
those allowed for an explicit scheme on a sufficiently re-
fined grid. Thus implicit time integration is to be prefer-
red. In the present method an implicit, multi-grid time-in-
tegration has been adopted.

Following Jameson'?, Eq. (12) is reformulated as:

dU _ dU | Ry = -R=(U) (13)

dr Tdt

where 7 can be regarded as an additional independent co-
ordinate. Once we have obtained the solution that is
"steady” in 7, we have progressed the solution to the next
point in real time. Eq. (13) is discretized by applying a
second-order backward scheme to the derivative with res-
pect to t, which in case of constant time step at, yields
the following implicit scheme for U at time level n+1:

dUml 3Unq -4Un +Un-x

dr At

_R = (U"_I.U u‘Un-l)

+ R(Uml)

(14)

where n is the time-step number. U™ can then be found
by computing the steady solution in 7. This implicit for-
mulation for U"*! removes the theoretical stability restric-
tion, and thus allows the time step at to be chosen as the
minimum required to accurately resolve the physical pro-
cess.

The sub-iteration procedure in 7 does not need to be im-
plicit, nor accurate. This allows the use of a wide range
of acceleration techniques. The present method uses a 5-
stage Runge-Kutta integration routine, optionally augment-
ed by local time-stepping (in 7) and residual smoothing.
A three-level V-cycle multi-grid procedure is used to ac-
celerate the sub-iteration process.
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Although structured multi-block grids can be efficient in
terms of memory usage and vectorisation, it can be diffi-
cult to generate a high-quality grid about a complex air-
craft configuration. For configurations involving multiple
components the structured grid approach leads to a large
number of blocks, with levels of discretisation which may
be inappropriate for local flow details, or may hamper the
convergence of the sub-iteration process. One method of
reducing the number of blocks, and therewith decreasing
. the number of continuous-flow block interfaces, increasing
the number of cells per block, which is positive for vec-
torisation, is allowing per cell face more than one bound-
ary condition. A further improvement is to allow changes
in grid resolution across block interfaces. However, care
must be exercised to maintain the conservation properties
of the original algorithm,
In the present method the block interfaces with differing
discretisations are treated using an unstructured patched
grid approach. Similar to the method of Klopfer et al."®,
the new interface is not defined by one of the two block
faces, but instead by the union of the sets of points defin-
ing each of the two interfaces. An unstructured lattice of
triangular cell faces is then constructed to allow the trans-
fer of fluxes across the interface. This implies that the cell
face bordering the interface becomes multi-faceted, and
the edges of the cell face on the interface becomes modi-
fied. To maintain conservation the surface area vectors of
the cell faces on the interface must be corrected to ac-
count for the presence of the interface. In order to main-
tain time-accuracy it is also necessary to correct the cell
volume. More details on the treatment of the patched
block interfaces is given in Ref. 14,
Refs. 15-17 provide a number of applications of the pre-
sent method.

Computed Results

To demonstrate the capability of the methods results are
presented for a number of configurations, namely an iso-
lated finite-span wing, a wing-tail configuration, and final-
ly a complete configuration.

- Isolated Rectangular Wing
The test case chosen is the rectangular wing of aspect
ratio 6. The wing has either a constant NACAQ06 or a
constant NACAQO12 airfoil section. The panel method
used 48 chordwise panels in a so-called double-cosine dis-
tribution (refinement near the leading edge and on the up-
per and lower surface near the trailing edge), and 20
spanwise strips in a half-cosine distribution (refinement
near the wing tip. As wake reference surface served the
horizontal plane emanating from the wing’s trailing edge
and extending to infinity downstream, with a half-cosine
distribution (refinement near the wing trailing edge) of 18
streamwise panels, closed off with a panel of semi-infinite
extent.

Fig. 1 compares analytical results with numerical results
for the indicial plunge response of the wing. The quantity
kl(s) is the instantaneous lift coefficient divided through
the steady-flow lift coefficient as a function of the number
of half-chords travelled since the step change in the state
(time corresponds to s/U_).

The numerical results obtained with the panel method are
compared with analytical results calculated by W.P.
Jones"® for a zero-thickness wing, as described in Ref.
19. In a fashion similar to the non-circulatory component
of the analytical response (a delta function) the numerical
results include a pulse-like behavior at the initiation of the
indicial plunge. In the numerical case this is the result of
the large change in the surface velocity potential caused
by the discontinuous change in the normal-velocity bound-
ary condition between the initial and plunging states.
Beyond time zero, the computed results for both the 6 %
and the 12% thick wings agree qualitatively with the ana-
lytical result, with the 6 %-thick wing providing the better
agreement with the analytical result for the zero-thickness
wing. Clearly as time progresses and the vorticity gene-
rated at the trailing edge at time zero is convected more
and more aft the lift coefficient tends to its steady-state
value in a monotonic manner.

Ref. 9 contains similar comparisons as shown here for the
case of a harmonic pitch excitation, showing good agree-
ment between Jones’s"® results and the results of the un-
steady potential-flow method.

Fig. 2 shows fine- and coarse-grid results obtained with
the present Euler method for the AR = 6 wing at a Mach
number of 0.3. The grid is CO-topology grid with
250,000 cells on the fine grid. The 31,250-point coarse
grid is obtained from the fine grid by omitting alternate
grid points.

In Fig. 2 the lift coefficient is shown as a function of the
number of half-chords travelled per radian angle of attack
change. Both results contain short-duration oscillations in
the very early portions of the response. Although the amp-
litude and the form of the oscillations are similar those
observed in the fine-grid result occur in about half the
time of those in the coarse-grid result, this for (physical)
time steps of comparable magnitude. The oscillations
appear to be represent the limit for each grid for the re-
presentation of high-frequency components of the respon-
se. This consequence of imposing an infinite acceleration
on a geometry with finite discretization is discussed by
Lesieutre et al.””, who suggest a remedy to eliminate the
oscillations by using a ramped change of angle of attack,
which follows from Laplace-domain inference of the in-
dicial response. However, the results for the two-dimen-
sional flow cases considered in Ref. 7 contain more se-
vere oscillations, possibly due to a lack of the 2D/3D re-
lief effect. The good agreement of the present results for
the fine and the coarse mesh, after the initial oscillations,
indicates that the discretization errors which are intro-
duced are limited to the very initial phase of the response.
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Fig. 2 illustrates that for compressible flow the pulse has
a finite duration of about the time needed to travel half a'
chord. Following this period the wing lift coefficient in-
creases monotonically to its steady-flow value, clearly no
aerodynamic interaction can occur in this isolated-wing
case.

Fig. 3 compares the potential-flow C, per radian with the
result obtained on the fine grid with the Euler method for
a free stream Mach number of 0.3, also included in Fig.

- 2, and the result for M_ = 0.5. Clearly, the non-circula-
tory part of the response affects a significant portion of
the response, a portion that increases as the Mach number
increases. The extent of the influence of the non-circula-
tory part is determined by the propagation and interaction
of waves emanating from the edges of the wing, destroy-

ing the initially uniform pressure perturbation on the

wing’s upper and lower surfaces. The rate of propagation
of these waves is directly related to the speed of sound

(see Lomax® and Singh et al. @), so that at a high Mach

pumber at a fixed speed of sound, the wing will travel

more half-chords before a wave emanating from the wing

tip, for example, can reach the wing root.

In contrast to the region where the non-circulatory part
dominates the response, in the remainder of the region
where the circulatory part is the only part left, the influ-

ence of the Mach number on the asymptotic rate at which

the steady-flow C, is reached, is small. In fact, the circul-

atory regions can be made to collapse on a single curve

using a compressibility correction appropriate for steady

flows, such as the Prandtl-Glauert correction.

Wing-Tail Configuration

Before proceeding to the response of the complete aircraft
configuration, it is useful to consider simpler geometric
model. Here we choose the wing and the tail of the com-
plete configuration to be considered, the Cessna Citation
I1. For this aircraft both the wing and the tail have tapered
planforms and the tail is positioned about 3 wing root
chords behind the wing trailing edge and about 1 root
chord above the wing. Indicial response computations
using both the panel method (for incompressible flow) and
- the Euler method were performed for a zero initial «,
with a stepwise change in « of 2.4 deg. The potential-
flow computations were performed using a 1300 panel
half-domain surface discretization, shown in Fig. 4. The
reference wake surfaces of both lifting components consist
of planes emanating from the trailing edge and trailing
straight back. Unlike in the case of the isolated finite-span
wing, now the discretization of the wing wake reference
surface must be kept relatively fine between the wing’s
trailing edge and the tail, this in order to properly repre-
sent its time-variant influence on the flow around the tail
through the vorticity convecting along it in downstream
direction. In this case the position and shape of the wake
reference surface is now also more important than in the
isolated wing case. Low-aspect-ratio wings at higher lift

coefficients, for example, would require a more accurate
representation of the vortex-wake roll-up than presently
used (none). However, for the high-aspect-ratio wing and
low lift coefficients considered, a planar wake reference
surface can be expected to be adequate. This was confirm-
ed by the shape of the near-wake observed in the solution
produced by the Euler method. In the present paper indi-
cial responses are discussed, Ref. 9 presents results for a
harmonic response.

The Euler method was applied at a Mach number of 0.5,
using a CH-grid, see Fig. 5, with 1.1 million grid points
in the half-space. A relatively fine discretization was used
in the region between the wing trailing edge and the tail
in order to limit the numerical dissipation of the wing
wake and to improve the accuracy of the prediction of its
influence on the tail. Ref. 15 describes results obtained
with this grid topology for varying levels of refinement.

The importance of aerodynamic interactions can be
gauged by comparing the indicial normal-force response
of the isolated tail to that of the tail operating in the pre-
sence of the wing. This is shown in Figs. 6 and 7 for the
panel method and the Euler method, respectively. Examin-
ing the potential-flow results, shows that the presence of
the wing significantly modifies the tail’s aerodynamic res-
ponse. Unlike the isolated tail’s monotonic approach to
the final value of the normal force, the tail operating with
the wing first experiences an increase, then a decrease on
its way to the final value (lower than in the isolated tail
case because of the down-wash of the wing). This behavi-
or is brought about by the aft-convecting vorticity, gene-
rated at the trailing edge of the wing, and in the panel
method represented by a time-variant doublet distribution

(751,500 = 1,(5,,5,) XVu(s,,8,.1)). The (surface) vortici-
ty due to the change in o on the wake reference surface
induces an upwash while it is ahead of the tail and a
downwash once it is downstream of the tail.

The maximum of the circulatory part of the response oc-
curs approximately at the average convection time from
the wing trailing edge to the tail quarter-chord station. As
time increases, the difference between the response of the
isolated tail and that of the wing-tail tends towards the
steady-flow difference in normal force coefficient.

In contrast to the potential-flow results, the results of the
Euler method, see Fig. 7, show the initial response of the

-tail operating with the wing very similar to that of the iso-

lated tail. This is the result of the finite acoustic-wave
convection times represented in the Euler solution. For the
condition considered, an acoustic wave travelling with the
free stream convects from the wing-root trailing edge to
the tail in the time required for the configuration to travel
about one half chord. After this time, the vorticity con-
vecting from the wing trailing edge starts to significantly
influence the tail’s response. Unlike the gradually chang-
ing response observed in the potential-flow results, the
results of the Euler method show a sudden rise in the nor-
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mal force coefficient, followed by a relatively gradual de-
crease. This may be accounted for in terms of a Doppler
effect, as the acoustic waves will tend to coalesce as the
vorticity convects towards the tail, and separate as it pro-
ceeds aft.

Complete Configuration

As a complete aircraft configuration, the Cessna Citation
1I flight-test aircraft operated by Delft University of Tech-
nology and National Aerospace Laboratory NLR of the
Netherlands has been chosen. The geometry considered
includes the wing, the tail surfaces, the fuselage, the aft-
mounted engine nacelle, the engine pylon and the engine
exhaust.

The effects of aerodynamic interactions on the indicial
response become more intricate when all components of
the configuration are present. For the aircraft configura-
tion considered, the aerodynamics at the tail can be signif-
icantly influenced by the presence of the fuselage, engine
pylon, nacelle and exhaust stream. These components
must be included in the computations in order to obtain
accurate induced responses.

The half-domain panel model used as the discretized sur-
face of the configuration is shown in Fig. 8. The number
and position of the various components of the
configuration makes the specification of properly chosen
wake reference surfaces more challenging than in the pre-
vious two cases. An example is the wake from the pylon,
which must remain first attached to the fuselage and then
to the plane of symmetry of the configuration in order to
maintain a correct panel model. An incorrectly positioned
or distorted wake reference surface can result in high lo-
cal loads on the fuselage, or reduce the stability of the
Newton-Raphson iterative procedure for the relaxation of
the doublet distribution on the wake reference surface. As
the number of aerodynamiic components present in this re-
gion makes a priori estimates of the local flow difficult.
some trial and error was required to establish an accept-
able panel model. For the potential-flow computations a
total of 3162 panels were used. The engine intake was re-

- presented by a disk at the fan face within the engine na-
celle, with a normal flow specified corresponding to the
engine setting. The engine exhaust stream was modelled
as a solid body continuing several fuselage lengths down-
stream from the nacelle trailing edge.

For the application of the Euler method a carefully tuned
grid with 1.7 million cells in the half-space was gene-
rated, see Fig. 9. The grid employs an overall CH-topolo-
gy, with embedded C-grids for the wing, tail, nacelle, py-
lon and fin. The embedded C-grids were used to avoid the
skewed leading-edge cells produced by simple H-topolo-
gies, which tend to adversely affect the solution quality.
In order to capture the initial (non-circulatory) pressure
perturbation transients, excessive stretching of the surface

grid away from the leading and trailing edges was also a-
voided. The provision of an adequate grid resolution in
the wing-wake region was complicated by the lay-out of
the aircraft. The grid topology employed allows the main
wing trailing-edge block line to sweep upwards with the
lower surface of the fuselage as it proceeds aft. This tends
to pull the regions with high levels of discretization near
the wing trailing edge away from the region through
which the wing vorticity will pass. The addition of high
curvature to the block interface or the introduction of ad-
ditional blocks were found to be undesirable alternatives,
as they considerably increase cell skewness. Thus a finer
discretization below the wing was required to maintain
adequate wake resolution in the aft part of the computa-
tional domain.

The engine exhaust stream was included in the simulation
in order to provide an accurate representation of the flow
near the tail. The most efficient grid topology for the ex-
haust duct was found to be non-annular, complicating the
application of the hot and cold exhaust boundary conditi-
ons. To avoid the loss of efficiency incurred with exces-
sive sub-division of the domain, the hot and cold exhaust
flows were specified using a patched boundary condition.
In this procedure the faces of the cells overlapping the di-
visions between the different exhaust streams were sub-di-
vided into triangles, each of which belong fully to either
the hot or the cold stream.

The indicial plunge response was excited by imposing a
step change in angle of attack of 2.5 deg on an initial
steady-flow solution for o = 0, brought about by a dis-
continuous change in the grid velocity. The Mach number
for the numerical simulation with the Euler method is 0.5.

The very rapid nature of the transients during the initial,
mainly non-circulatory, portion of the response is illustrat-
ed in Figs. 10 and 11 which show at two points in time
the incremental pressure distribution on the configuration
and the incremental downwash in the wake. At t =
0.001s the change to the steady-flow pressure distribution
shows regions of uniform perturbation, corresponding to
the result of the piston theory, and the start of the creation
of compression and expansion waves from the edges. The
vorticity generated by the wing is visible as a rapid
change in the vertical velocity distribution just aft of the
trailing edge. Att = 0.01s, the initially uniform pressure
perturbation has already evolved towards its final steady-

flow distribution. The effect of the vorticity generated by

the wing is now visible as a band just over one tip chord
downstream of the trailing edge. At still later times, the
downstream convection of the vorticity, and its effect on
the flow around the tail surfaces, plays.a major role in de-
termining the asymptotic form of the indicial response.

Fig. 12 shows for the wing-tail configuration the pattern
of isolines of the downwash in a vertical plane, down-
stream of the wing trailing edge but ahead of the tail, as
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obtained from the Euler solution. At the time the pattern
is shown the vorticity shed by the wing has just passed the
plane considered. The plot shows the presence of the tip
vortex (region with tightly closed contours), as well as the
presence of the wing vortex wake (region where the con-
tours change direction rapidly). Fig. 13 shows the pattern
obtained for the complete configuration. Away from the
fuselage and engine nacelle the pattern is similar to that
for the wing-tail configuration. However, in the region a-
round the nacelle-pylon the downwash field is much mere
complex, also due to the presence of the fuselage. Since
the flow in this region dominates the response of the tail,
the inclusion of the nacelle, pylon and fuselage is needed
in order to get the correct prediction of the response for
the complete aircraft.

Fig. 14 shows the response in the normal-force coefficient
of the tail surface in the presence of the complete aircraft.
Compared are the result of the potential-flow method and
that of the Euler method. The comparison is similar to the
one for the wing-tail configuration, see Fig. 3, with the
potential-flow result having the initial non-circulatory part
reduced to a delta function type pulse, while for the Euler
solution the non-circulatory part of the response has a fi-
nite duration. For later times the two results approach
each otlier asymptotically, with a small difference in the
then remaining circulatory part due to difference in free
stream Mach number.

For the potential-flow method Fig. 15 compares the con-
tribution of the tail to the change in the pitching-moment
coefficient computed for the tail in isolation, the tail in the
presence of the wing and the tail in the presence of the
complete configuration. It is clear that the presence of the
nacelle, pylon and engine exhaust does attenuate the res-
ponse of the tail to the indicial excitation. Fig. 16 gives
the similar result obtained from the Euler solution, from
which the same conclusion can be drawn as far as the cir-
culatory part of the response is concerned. For the non-
circulatory part the differences between the various con-
figurations are different, primarily because this part of the
response is dominated by the acoustic waves generated on
- the upper and lower surface of the tail itself.

To give an impression of the computer resources needed
for the Euler method: for the numerical simulation of the
indicial response to a step change in incidence on a
steady-state solution, on the grid with 1.7 million grid
points, requires of the order of 45 CPU hours on a single
Cray C98 processor. The panel method requires at least
one order of magnitude less CPU time, working on a
R10000-processor workstation.

Concluding remarks
Dynamic parameters for a complete aircraft configuration
have been made employing both a potential-flow method

for incompressible flow and an Euler method for compres-
sible flow. The flow features responsible for the specific
behavior of these parameters in portions of the indicial
response have been identified by comparing results for
simpler configurations such as the isolated wing and wing-
tail configurations with the results for the complete con-
figuration. Also the effects of compressibility (Mach num-
ber) on the response have been linked to the non-circula-
tory part of the response, where significant differences be-
tween the Euler method and the panel method are found.
In general the circulatory part of the response as obtained
from the two computational methods agree satisfactorily.
The presence of the nacelle/pylon/exhaust, and to a lesser
extent the fuselage, has a significant effect on the aerody-
namic response of the tail, i.e. the response is attenuated.
Though the Euler method is better equiped to simulate the
flow features relevant to the aerodynamic response, it
does require substantial effort in terms of computer re-
sources and especially manhours to generate a grid on
which the vorticity fields survive long enough to accurate-
ly simulate the acrodynamic interaction with other compo-
nents of the configuration and therewith the circulatory
part of the response.

The potential-flow method does require less effort, but
there is the uncertainty related to the proper choice of the
wake reference surfaces as well as the absence of the ina-
dequate representation of the non-circulatory part of the
response,
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Fig. 1: Finite-span wing of AR = 6, NACA0006 or 0012
airfoil. Indicial lift response computed with panel method
compared with analytic solution of Jones"®,
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Fig. 2: Finite-span wing of AR = 6, NACAQ0012 airfoil.
Indicial change in lift coefficient per radian computed with
Euler method. M, = 0.3
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Fig. 3: Finite-span wing of AR = 6, NACAQ012 airfoil.
Indicial change in lift coefficient per radian computed with
panel method (M, =0) and with Euler method (M, =0.3)




Copyright © 1998, by the International Council of the Aeronautical Sciences (ICAS)
and the American Institute of Aeronautics and Astronautics, Inc.

0.09 T T T T T T T

0.08 | -

0.07 Isolated Tajl == -

Tail behind Wing ===-

0.06

0.05

Change in Normal Force

0.04 i A
0.03 + T ————]
002 1 1 1 L i 1 |

0o 1 2 3 4 5 6 7 8

Fig. 7. Wing-tail configuration. Indicial change in tail

I normal-force coefficient of isolated tail and tail in pre-

” - % Z sence of wing, computed with Euler method (M, = 0.3)
22

\

AN
R
N

e
200
A\
\

.

X
&
D

%‘3
&
N

4
il
£
o
R

s

(o
o

0’0
XD
8

&
W

XS
&
3 \~
g}

2%

S
25
e‘;{;
oﬁ\&
}‘\ 3
SRR

.‘\

>

SR
NS
"' &9
o

Fig. 8: Complete configuration. Paneling

Fig. 5: Wing-tail configuration. Impression of grid
Note: all grid lines are shown
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Fig. 10: Complete configuration, M = 0.5. Indicial res-
ponse computed by Euler method at t = 0.001s. Surface
shading indicates change in pressure from the initial
steady-flow pressure distribution. Wake refernce plane
shows contours of the change in upwash
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Fig. 11: Complete configuration, M_ = 0.5. Indicial res-
ponse computedg/ Euler method at t = 0.01s
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Fig. 12: Wing-tail configuration, M, = 0.5. Iso-contours
of downwash in vertical plane ahead of tail at time vortici-
- ty has convected to tail, computed by Euler method

Fig. 13: Complete configuration, M., = 0.5. Iso-contours
of downwash in vertical plane ahead of tail at time vortici-
ty has convected to tail, computed by Euler method
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Fig. 14: Complete configuration. Indicial change in tail
normal-force coefficient computed with panel method (M,
= 0.0) and with Euler method (M_ = 0.5)
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Fig. 15: Complete configuration. Indicial change in tail
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tion, computed with panel method :
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Fig. 16: Complete configuration. Indicial change in tail
pitching-moment coefficient of isolated tail, tail in pre-
sence of wing and tail in presence of complete configura-
tion, computed with Euler method (M, = 0.5)
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