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Abstract

This paper is focused on the aerial image segmen-
tation for the emergency landing purposes. The
goal of the described method is to segment the
whole given image into homogeneous regions.
This paper is split into two parts, the first one
describes the algorithm for a determination of
classes number and the second one describes the
image segmentation method. The segmentation
is based on the Expectation-Maximization algo-
rithm for the Mixture of Gaussians with the fea-
ture vector containing pixel color and position
and texture of pixel neighborhood.

1 Introduction

This work is a part of Emergency Landing As-
sistant, the computer-based electronic device de-
signing at Czech Technical University in Prague
[1]. The Emergency Landing Assistent is in-
tended to support pilot of ultralight under emer-
gency conditions.

The goal of this work is to segment aerial im-
ages to homogeneous regions. We focused on the
region-based Expectation-Maximization method
for the Gaussian Mixture Model. In this paper
the feature vector is described and a method to
determine a number of classes from the image
histogram is introduced.

This work is broken down into six sections.
Related works are mentioned in the section 2.
Section 3 introduces a statistical model used for
cluster description in the segmentation algorithm.
The segmentation algorithm is summarized in
section 5. Section 4 introduces initial segmen-

tation algorithm which is used for determination
of number of classes. The feature vector and its
variations are described in section 6. The demon-
stration result is illustrated in the section 7.

2 Related Works

An approach to an emergency landing site detec-
tion based on image processing is described in
[2]. Authors based their research on the edge de-
tection in the aerial images acquired by the on-
board camera. A disadvatage of this method is
a detection of landing sites represented by a tex-
ture containing sharp edges. This problem could
be solved by a more sofisticated edge detector,
e.g. a detector described in [3] is a learning edge
detector in texture image data.

The emergency landing problem of Un-
manned Aerial Vehicle (UAV) is described in [4].
This complex work is focused on the landing site
detection using machine vision. Author com-
pares several approaches to the aerial image seg-
mentation and proposes a method based on the
edge detection and pixel intensity measurement.

3 Model

The input image contains regions which are ho-
mogeneous with respect to its pixel color and po-
sition in the image. It means that the pixels with
similar color usually belong to the same set and
similarly the neighboring pixels tend to be in the
same set. For all of the components in the fea-
ture vector xm we assume normal distribution and
therefore the probability distribution for the fea-
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ture vector can be expressed by Gaussian (1)
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√

2π

e−
1
2 (x−µk)

TΣ
−1
k (x−µk), (1)

where µk is a mean vector and Σk is a covari-
ance matrix of the normal distribution Nk(x). For
the all classes k we speak about the mixture of
Gaussians. Gaussian mixture model (GMM) is
the sum of Gaussians (2) for the all classes

GMM(xm) =
n

∑
k=1

wkNk(xm). (2)

This model allows us to use Expectation-
Maximization (EM) method to estimate unknown
model parameters which are the mean vector µk,
coavariance matrix Σk and the weight wk.

4 Initial Segmentation

The idea of the initial segmentation is to deter-
mine the number of classes in the image and the
initial pixel classification for the future classifica-
tion method based on a complex feature vector.

The initial segmentation algorithm is de-
signed to be based only on the color of the image
pixels. The texture and pixels position is not in-
volved since the algorithm is tend to be as simple
as possible and the quality of the segmentation is
not a priority.

Fig. 1 Original Image (source: Google Maps).

As it was mentioned in the section 3, the color
distribution of each class could be expressed by
the Gaussian (1). A histogram of the image repre-
sents the sum of the color distributions of all the

classes, therefore the histogram is the Gaussian
mixture (2) with the feature vector xm containing
the color of the image. The problem is to figure
out the number of the gaussians in the histogram
of a color part (figure 2). In the Algorithm 1 we
propose to use peak detection in the histogram
and sum the number of Gaussians for all the im-
age color parts.

Algorithm 1 Initial Segmentation
1: procedure INITIALISECLASSES(X)
2: n← 0
3: c← /0

4: for k ∈ {red,green,blue} do
5: XC← GetImageColorPart(X ,k)
6: h← Histogram(XC)
7: h f ← ExponentialFilter(h)
8: ∆h← CalculateDerivation(h f )
9: zc← CalculateZeroCrossings(∆h)

10: c← c∪Clasify(h,zc)
11: n← n+CountFallingEdge(zc)
12: end for
13: return n,c
14: end procedure
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Fig. 2 Normalized Histogram Example of a Im-
age Red Color Part with the Detected Gaussians
(top), Derivation of the Histogram Example with
Highlighted Zero-Crossings (bottom).

The input to the algorithm is a RGB color
image X . For each color part of the image the
histogram h is calculated. The second step is a
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histogram filtration. In the filtered histogram h f
the derivation in each point is calculated and in
this signal ∆h all falling edge zero crossings are
counted and stored into n. The n is a number of
peaks in the histogram and as well the number
of classes for the current image color part. The
initial classification is done in the last step. A
result of the classification is shown in the figure
2. The Histogram is split into three colored parts,
each of them stands for one class. The red marks
highlight local maximums and the green ones lo-
cal minimums of the histogram.

Fig. 3 Initially Segmented Image.

The result of the initial segmentation is
shown in the figure 3. Each color stands for an
unique class. This result is used as an initial seg-
mentation for the segmentation method described
in the section 5. The original image for all the ex-
amples in this paper is shown in the figure 1.

5 Method

In this section the method for the image segmen-
tation is described. The method clusters given
pre-processed image into the given number of
classes. The number of classes and the initial seg-
mentation could be determined by the algorithm
proposed in the section 4.

5.1 Expectation-Maximization

The Expectation-Maximization (EM) algorithm
was introduced in [5] and is used for an estima-
tion of a statistical model parameters. The model

is usually expressed in a form of a probability dis-
tribution. The EM is an iterative algorithm with
two steps – an Expectation (E) and a Maximiza-
tion (M). E-step calculates a log-likelihood (3)
using current state of estimated parameters µk, Σk
and wk. In this section the EM for the GMM is
described. In the M-step algorithm estimates the
parameters of the model. These parameters are
estimated with a respect to maximizing the log-
likelihood

l(X) = ∑
x∈X

logGMM(x). (3)

The E-step calculates conditional probability (4)
of affiliation to class Ck for each random variable
xm

P(Ck|xm) =
wkNk(xm)

∑
n
i=1 wiNi(xm)

. (4)

After the E-step is done each random variable can
be assigned to one class. The variable is usu-
ally assigned to the class with the highest con-
ditional probability. The M-step then estimates
new Gaussian parameters µ̂k (5), Σ̂k (6) and ŵk
(7) so that

µ̂k =
∑

M
m=1 P(Ck|xm)xm

∑
M
m=1 P(Ck|xm)

, (5)

Σ̂k =
∑

M
m=1 P(Ck|xm)(xm− µ̂k)(xm− µ̂k)

T

∑
M
m=1 P(Ck|xm)

, (6)

ŵk =
1
M

M

∑
m=1

P(Ck|xm). (7)

The algorithm is formally descripted in Algo-
rithm 2.

Algorithm 2 Expectation Maximization
1: procedure EM(Ck)
2: k,wk,xm,µk,Σk← InitSegmentation(X)
3: for t ∈ {1,2, . . . ,N} do
4: P(Ck|xm)← GetProb(wk,xm,µk,Σk)
5: µk,Σk,wk← Update(P(Ck|xm))
6: end for
7: return wk,xm,µk,Σk,Ck
8: end procedure
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6 Feature Vector

This section is broken down into two parts. The
first one describes a motivation for the feature
vector consisting of a pixel color and position. In
the second part of this section the feature vector
is extended by the texture description. The results
are discussed in the section 7.

6.1 Color & Position

The feature vector is designed to consist of a
color information in HSV color space. This color
representation was selected because of its color
and luminance parts which represents color in
more natural way then e.g. RGB. This color rep-
resentation (figure 5) gives better results than the
RGB one (figure 4).

Fig. 4 Segmented Image with the RGB Color-
Position Feature Vector.

Fig. 5 Segmented Image with the HSV Color-
Position Feature Vector.

In the testing data there exist a good Gaussian
mixture fitting to the Satuaration and Value parts
of the aerial images. The pixels in each class are
not homogeneous only by their color values. The
feature vector contains pixel positions to improve
the homogeneity of the regions. Since there is
no known relationship between region shapes and
their clasification, we assume to append the fea-
ture vector by the pixel positions directly. This
approach causes the preference of eliptic regions.

6.2 Texture

The color-position feature vector gives good seg-
mentation for input images with color-related ho-
mogeneous areas only. As we can see in the
figure 5 the regions with a texture surface like
plowed up fields contain a number of small gaps.
In this section the texture representation is intro-
duced. The goal of the texture feature vector is to
eliminate the number of gaps.

Fig. 6 Segmented Image with the HSV Color-
Position-Texture Feature Vector.

The texture of each pixel is considered to be a
part of an image in the pixel neighborhood. The
texture describes a structure of the image color
part. We propose to represent the texture in the
spectral domain by the Discrete Cosine Trans-
form (DCT) coefficients (9). The DCT for the
pixel neighborhood is described in (8)

Xk1k2 =
R−1

∑
i=0

R−1

∑
j=0

xi jck1k2, (8)
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where

ck1k2 = cos
[

k1π

N

(
i+ 1

2

)]
·cos

[
k2π

M

(
j+ 1

2

)] . (9)

The number of the DCT coefficients increases
with the square of a pixel neighborhood radius.
The texture size and the neighborhood radius cor-
relation influence the segmentation results. For
good segmentation results the neighborhood ra-
dius should be adjusted to the camera zoom level,
camera position and the texture size.

7 Results

The algorithm was tested on satellite images
of Czech Republic. The initial segmentation
method gives the initial pixel class affiliation.
This segmentation is usable for further region-
based segmentation methods. Better results could
be achieved by processing Hue part of the HSV
color representation. In this paper we did not fo-
cus on the Hue processing since the RGB his-
tograms processing is more robust and gives sat-
isfactory results. The robustness consists in the
distances between each two peaks in the his-
togram.

The segmentation using the feature vector
without the texture description is not sufficient
since the most of regions are homogeneous by its
texture or contain colors with the various shades
e.g. forest, plowed fields and so on. In the fig-
ure 1 we can see the texture of forest, plough
field and slightly changing color of airfield. As
we can see in the figure 5 the regions with a tex-
tural characteristic contain a number of of small
gaps. Similar behavior will cause a noise. In this
paper we compared the RGB (figure 4) and the
HSV (figure 5) color models. Better results are
obtained for the HSV one, however this model is
not optimal for the earth surface modeling since
the distance between e.g. brown and green colors
is large in the model and in the real images the
green color converts into brown and vice versa.

In the figure 6 we can see that the number
of classes is larger than the number of expected
ones. This is the main disadvantage of our ap-
proach to the problem. Knowledge of the num-

ber of classes is an important characteristic of
the method. Another problem of a texture seg-
mentation is the poor edge location, which de-
pends on the texture neighborhood radius. For
the texture-oriented segmentation should be con-
sidered a camera pitch angle. The pitch angle
deviation from the top-view influences a texture
distortion.

8 Summary

The image segmentation method for aerial im-
ages was described. At the first part we intro-
duced the initial segmentation which estimates
the number of classes in the image. This method
is based on the RGB histograms processing. For
the future we will consider the Hue (from HSV
model) spectrum. The second part of this pa-
per describes EM method application. Image
segmentation using this method supports region
with textures. This method brings a disadvantage
which lie in the sensitivity on the given number
of classes. For the future we propose to improve
the algorithm in the edge detection.
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Ondřej Bruna
mailto: ondrej.bruna@fel.cvut.cz
Pavel Pačes
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