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Abstract  

Aircraft manufacturers continue to face the 

overwhelming challenge of developing quality 

aircraft at affordable cost. Traditional design 

practices, which rely on extensive experimental 

testing to generate data for configuration design 

and on developing physical prototypes to verify 

functional and operational characteristics, 

cannot effectively tackle this challenge. 

Simulation based design (SBD) offers a more 

promising avenue. It combines the ever 

increasing power of computers with increasingly 

developed modeling and simulation 

technologies. SBD uses high-fidelity 

computational methods to produce a virtual 

prototype which can faithfully represent the 

functional and operational characteristics of the 

real airplane to be built. SBD is implemented 

using multidisciplinary analysis, design and 

optimization (MADO) frameworks. High-fidelity 

computational fluid dynamics (CFD) methods 

are almost exclusively used to generate the 

required aerodynamic data. For flow conditions 

where even the high-fidelity CFD does not 

generate credible data, a Tightly Coupled Test 

and Computations (TiCTaC) approach is 

presented in this paper. It judiciously combines 

CFD and wind tunnel test (WTT) results to more 

effectively generate the required aerodynamic 

data.  

1 Introduction  

From the very inception of flight, both military 

and commercial aircraft have exhibited dramatic 

escalation in cost that has gone hand-in-hand 

with phenomenal improvements in performance. 

For example, the U.S. combat aircraft unit cost 

has grown by a factor of four every 10 years—a 

highly undesirable trend which, if remained 

unchecked, will render aircraft totally 

unaffordable in the future [1]. It is safe to 

conclude that affordability is the overarching 

challenge of aircraft manufacturers. 

It has been recognized for more than three 

decades now that reducing the total life cycle cost 

(LCC)—conception to disposal—is the right path 

to affordability. LCC is about equally split 

between two functions: (a) operation & support 

(O&S), and (b) design, test and production, the 

latter being the main responsibility of the 

manufacturers. The production cost is typically 

30% to 35% of the LCC, and design & test cost 

is about 15% to 20% [2]. 

It may appear at first glance that LCC 

reduction is best accomplished by reducing 

production plus O&S costs which are 80% to 

85% of LCC. However, a more critical analysis 
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Fig. 1. Up to 70% of LCC is committed in the 

conceptual design stage. 
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suggests that focusing on design and test 

activities is much more desirable because they 

have a disproportionately large impact on LCC. 

As shown by the curve labeled Impact on Cost in 

Figure 1, up to 70% of the cumulative LCC is a 

direct result of decisions made in the early [pre-

milestone I] stages of design! It is equally 

important to note that making design changes in 

the later stages gets increasingly more expensive 

[2]. Therefore, any effective strategy for 

reducing LCC must focus on design processes 

used in the early conceptual design (CD) phase. 

Meeting the aerodynamic data needs of aircraft 

CD in a cost-effective manner is the primary 

focus of TiCTaC [3]. 

In this paper, the authors highlight the key 

features of simulation based aircraft in Section 2. 

This is followed by a description of the 

mathematical formulation and preliminary 

results in Section 3. A few concluding remarks in 

Section 4 complete the paper. 

2 Simulation Based Design  

The very early years of aircraft design were 

largely dominated by a fly-fix-fly approach. In the 

1920s and 1930s, rapid advances in aeronautical 

sciences produced analysis and ground test 

methods that could be used to systematically 

guide aircraft design. Consequently, the 

probability of achieving desired performance 

objectives increased. The process that evolved to 

implement this approach is termed the 

“traditional design process” in this paper. 

2.1 Traditional Design Process  

The traditional design process is typically carried 

out in three stages: conceptual, preliminary and 

detail. In each stage, the myriad of activities falls 

into two categories: synthesis and analysis. 

Synthesis, performed by design groups, covers 

defining and altering concepts to meet customer 

requirements. Analysis, performed by groups of 

disciplinary specialists, encompasses methods, 

tools and expertise to produce data and its use in 

evaluating candidate concepts. 

In a traditional design process, the amount 

of resources (human, material and financial) 

allocated to conceptual design is typically quite 

small, of the order of 1%, as shown in Figure 1. 

Most of the decisions are, therefore, based on 

data from relatively crude and simplistic analyses 

and tests using tools that are fast and cheap. Also, 

manufacturing, operation and support functions 

are incorporated into decision making in a rather 

superficial way, if at all, due to time and cost 

constraints. This approach loses sight of the 

crucial fact that decisions made in the early 

stages essentially define the fundamental 

architecture of the airplane and largely dictate 

how it will have to be manufactured, operated 

and supported—and hence determine the LCC 

[2].  

2.2 The SBD Process  

A simulation based design (SBD) process 

employs integrated multi-disciplinary models, 

computational simulations and simulators to 

guide the development of a virtual prototype 

(VP) with a degree of functional realism 

comparable to a physical prototype. In contrast, a 

traditional design process focuses on producing 

physical prototypes to validate the functional 

characteristics of the design.  

SBD replaces the traditional design process 

with one characterized by simultaneous or 

concurrent consideration of all aspects of aircraft 

development including engineering, 

manufacturing, maintainability, operations, etc. 

It relies on considering all requirements and 

constraints from the start rather than altering a 

design in its later stages to facilitate 

manufacturing or accommodate product support 

needs. Proper trade-offs can be made in early 

stages of design and the need for design changes 

later on is considerably reduced. As shown in 

Figure 2, the SBD process is targeted at 

substantially increasing knowledge about design 

and freedom to change designs in the early stages 

as compared to the traditional design process. 

The SBD process is enabled by integration 

of computer-aided methods for design, 

engineering, manufacturing, etc. The CAD 

(computer-aided design), CAE (computer-aided 

engineering) and CAM (computer-aided 

manufacturing) methods have been in use for 

quite some time now. However, they have been 

exercised in relatively segregated environments. 
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Each engineering group typically maintains its 

own geometric models and data formats. When 

interacting with other groups, much extra effort 

is required to reconcile geometric and data 

incompatibilities. This process is fraught with 

potential for errors and delays. This problem is 

alleviated through a Virtual Prototype Database 

which maintains all design information digitally, 

as shown schematically in Figure 3. The 

challenge is to ensure that data supplied by the 

various groups conform to the database 

standards. The product definition database must 

not only support the needs of the design 

community, but also be useable for modeling & 

simulation activities of other communities 

including acquisition, logistics, and operations.  

For effective integration of computational 

simulation methods, multidisciplinary analysis, 

design and optimization (MADO) frameworks 

have been developed [4,5] which execute an 

integrated multidisciplinary design process. The 

frameworks facilitate integration of 

computational simulation modules of 

disciplinary specialties including design, 

engineering, manufacturing, cost, etc., along 

with computational optimization modules to 

conduct design trades.  

2.3 Role of CFD in SBD 

CFD is an indispensable tool for SBD due to two 

principal reasons. First, CFD methods have been 

proven to computationally simulate flow about 

complex configurations to generate the required 

aerodynamic data such as forces and moments 

and stability & control parameters needed to 

evaluate airplane performance. Such evaluations 

are essential to ensuring that the final 

configuration would be able to successfully carry 

out the intended mission. Second, CFD provides 

critical input data for many other CAE methods. 

For example, airframe structural analysis 

requires steady and unsteady loads that CFD can 

provide. Flight control system design requires 

airplane response to control commands; CFD 

provides incremental forces and moments. In 

addition, CFD can provide on- and off-body data 

for an improved understanding of the flow 

features surrounding an airplane which offers 

valuable guidance for modifying the 

configurations.  

Note that wind tunnels have traditionally 

provided the types of design data that SBD 

demands of CFD. However, traditional wind 

tunnel tests are not well suited for meeting the 

demands and tempo of a SBD process. 

Evaluating a large number of design variations 

(dozens not a few) in a short period of time (hours 

or days not weeks and months) is expected in a 

SBD study. Also, it is crucial that every 

successive design incorporate the learning from 

the preceding designs. CFD holds an edge over 

wind tunnels in meeting this expectation. The 

time and cost of building a large number of wind 

tunnel models and conducting a large number of 

tests are prohibitive in comparison to using CFD. 

A wide variety of CFD methods are now 

available to support aircraft design needs. The 

methods range from the “low-fidelity” vortex-

lattice and panel codes based on the linear 

potential equations to “high-fidelity” Reynolds-

averaged Navier-Stokes (RANS) codes. The 

Fig. 2. SBD increases knowledge about designs and 

freedom to change design in early stages 

Fig. 3. SBD process is enabled by efficient 

integration of computer-aided methods 
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“fidelity” qualifier directly relates to the level of 

simplifying assumptions made in deriving the 

governing equations of flow physics. Note that 

Large-Eddy Simulation (LES) and Direct 

Numerical Simulation (DNS) codes offer more 

sophisticated representations of flow physics. 

However, only RANS codes have made inroads 

into aircraft design because LES and DNS place 

severe demands on computational resources by 

comparison.  

Although the time and cost of CFD 

simulations keep reducing with each passing 

year, assessing credibility of predictions remains 

an overarching challenge. When using the RANS 

codes, lack of credibility of predictions is a direct 

consequence of inadequacies of turbulence 

models, especially for flows with significant 

regions of separation. Sample results are 

included here for an uninhabited combat 

configuration, SACCON [6], shown in Figure 4.  

Sensitivity of 

predicted lift and 

pitching moment 

coefficients to 

turbulence models is 

shown in Figure 5. The 

computed solutions for 

0.149 Mach number 

and 1.6 million 

Reynolds number were 

generated using the 

NASA USM3D RANS 

code—a state-of-the-art 

unstructured-grid CFD method—with a grid 

containing more than six million tetrahedra. 

Correlations with wind-tunnel data clearly show 

that the RANS predictions are less than 

satisfactory especially for pitching moment.  

In general, experiences with RANS 

simulations of turbulent flows have been mixed. 

There have been many successes with rather 

simple models and many failures with the more 

sophisticated ones depending on the complexity 

of the flow field. Attempts at refining existing 

models and developing new ones continue 

unabated. In the authors’ opinion, the prospects 

of a universal turbulence model are rather bleak; 

representing the complexity of turbulent flows 

using a model with a few free parameters is a 

long shot indeed [2].  

3 TiCTaC Development 

TiCTaC is mainly targeted at meeting the 

aerodynamic data needs of MADO-based 

conceptual design efforts [3]. As discussed in 

Section 1, the impact of decisions made in the CD 

stage have far-reaching consequences for the 

overall life cycle cost. Therefore, it is imperative 

that credible data be used to make more informed 

decisions. Instead of relying entirely on CFD 

methods, authors are exploring the best ways of 

judiciously coupling the CFD and wind-tunnel 

tests (WTTs). The premise is: WTTs provide the 

highest fidelity data for all types of flows. The 

RANS CFD methods are quite capable of 

Figure 5. Sensitivity of CL and Cm values computed using NASA USM3D to turbulence models [6] 

Figure 4. Planform and 

geometric parameters of 

SACCON [6] 
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providing high-fidelity data for attached and 

mildly separated flows, and the low-fidelity 

panel codes are good for attached flows except at 

transonic conditions.  

3.1 Objectives 

The three principal objectives are:   
 

 To produce credible aerodynamic data, 

regardless of the source, that meets the needs 

of aircraft CD using MADO. 

 To explore the best way of coupling CFD and 

WTT results to generate credible data. 

 To make sure that the resulting system is 

more cost-effective than other approaches. 

3.2 Framework for TiCTaC Development  

To achieve the objectives in Section 3.1, the 

MADO framework shown schematically in Figure 

6 is being used to guide further development and 

demonstration of TiCTaC. The key constituents 

of this framework are (i) the Variable-Fidelity 

(VF) surrogate model with low-accuracy sample 

point filtered by the consideration of physical 

errors; (ii) infill sample criteria; and (iii) fidelity 

indication by an overlapping coefficient (OVL). 

The basic premises are: 
 

 WTTs provide the highest fidelity data for all 

types of flow.  

 The high-fidelity RANS CFD methods are 

capable of providing high-fidelity data for 

attached and mildly separated flows. In many 

cases, Euler CFD codes can be quite effective 

as well. 

 The low-fidelity (linear potential) panel 

method is effective for attached flows, except 

under nonlinear transonic conditions. 
 

First, initial sample points for each fidelity 

are selected in Step 1 based on Latin Hypercube 

Sampling (LHS) by varying design variables 

with certain bounds. In this step, more low-

fidelity samples and fewer high-fidelity samples 

are chosen to save cost and time. In Step 2, the 

function value is calculated for each sample point. 

With the function values computed by the 

variable fidelity analysis methods, a Kriging 

surrogate model is generated in Step 3.  

For the VF Kriging model, a single-fidelity 

(SF) Kriging model [8] for each fidelity sample 

set is first made. Based on this SF Kriging model, 

error terms of each fidelity sample are estimated. 

The error terms are used to update the fidelity of 

sample points. An overlapping coefficient [9] is 

used to filter out the updated sample points that 

have low accuracy. The OVL checks the 

closeness of function values of the lower fidelity 

sample points with the highest fidelity samples. 

If the function value of the lower fidelity sample 

is not close to that of the highest fidelity sample, 

i.e., the lower fidelity sample is off-trended, these 

lower fidelity samples are filtered and not used to 

construct the variable-fidelity Kriging model. 

The updated lower fidelity samples also have 

physical errors that are separate from the 

sampling errors which are taken into account by 

the ordinary VF Kriging method. The VF 

Kriging model in the current study considers 

uncertainty from both the distribution of sample 

points and the inaccuracy of lower fidelity 

samples. Next, the variance of Kriging 

estimation is updated with the physical errors of 

the lower-fidelity samples. This makes the 

framework in the present study more accurate 

with less number of sample points than the 

ordinary VF Kriging model. 

Once the VF Kriging surrogate model is 

generated, the global accuracy of the model is 

checked in Step 4 by estimating the variance 

values of Kriging predictions at several trial 

locations. If the highest variance of surrogate 

model is lower than a certain criterion, the 

framework is terminated. Otherwise, more 

Figure 6. An MADO framework incorporating 

TiCTaC for generating aerodynamic data 
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sample points are needed at the trial locations 

with high variance value, and the OVL becomes 

the fidelity indicator in Step 5. The suitable 

fidelity is selected based on the overlapping 

coefficient. The relevant mathematical details of 

each step are presented in Section 3.3. 

3.3 Mathematical Formulation 

Single-fidelity Kriging surrogate models are first 

generated for each of the fidelity methods using 

the selected initial sample points. Then, based on 

the estimated function values of each Kriging 

model, error terms are evaluated. In this paper, 

for M number of different fidelity methods, the 

error terms of each fidelity model are defined in 

Eq. (1). 
 

𝐹1,𝑗 =  𝛼1𝐹2,𝑗 + 𝛽1,𝑗 

⋮ 
𝐹𝑖,𝑗 =  𝛼𝑖𝐹𝑖+1,𝑗 + 𝛽𝑖,𝑗 

⋮ 
𝐹𝑀−1,𝑗 =  𝛼𝑀−1𝐹𝑀,𝑗 + 𝛽𝑀−1,𝑗 

𝐹𝑀,𝑗
 

(1) 

In Eq. (1), 𝐹 is the function value of each fidelity 

method,  𝑖  is the index of fidelity, and 𝑗 is the 

index of arbitrary sample location in the design 

space. Note that higher the 𝑖  index, higher the 

fidelity. 𝛼𝑖  is the multiplicative error of the 𝑖 th 

fidelity method, and its value depends on the 

accuracy of the source of data. 𝛽𝑖,𝑗 is the additive 

error term of 𝑖 th fidelity method at 𝑗th location. 

The additional error term depends on both 

accuracy of the model and the location of data in 

the design space. It is assumed that the highest-

fidelity sample has the exact value because it is 

the most accurate data that is available.  

For evaluation of the error term, Eq. (1) can 

be written in a matrix form. For example, the 

equation can be written as Eq. (2) for three 

different fidelity methods ( 𝑀 = 3 ). This 

equation is shown for additive error vector. In Eq. 

(2), �̂�𝑖,𝑗  is the function prediction of single-

fidelity Kriging model by the 𝑖th fidelity sample 

data at the 𝑗th location, and 𝑐 is the index of the 

highest fidelity (3rd)  sample location.  

[
𝛽1,𝑐

𝛽2,𝑐
] =  [

1 𝛼1

0 1
]

−1

[
�̂�1,𝑐 − 𝛼1𝛼2𝐹3,𝑐

�̂�2,𝑐  − 𝛼2𝐹3,𝑐

] (2) 

Now, using genetic algorithm, a sub-

optimization problem is solved for 𝛼𝑖  which 

makes the norm of 𝛽  vector a minimum. The 

purpose of this process is to fit certain lower 

fidelity data to the highest fidelity data with the 

minimum additive error. Once the multiplicative 

errors are found, the additive error vector can be 

calculated with the highest-fidelity sample point. 

While generating the Kriging model with 

additive error vector, the additive error of each 

fidelity model at an arbitrary point, �̂�𝑖,𝑗, can be 

estimated. These error terms are used to update 

the original sample data. Substituting the error 

terms into Eq. (1), the updated function value can 

be estimated. For three different fidelity methods, 

the function values of the two lower fidelity 

samples can be updated using Eqs. (3) and (4). 

𝐹1,𝑗
′ =  

𝐹1,𝑗 − (�̂�1,𝑗 + 𝛼1�̂�2,𝑗)

𝛼1𝛼2

 (3) 

𝐹2,𝑗
′ =  

𝐹2,𝑗 − �̂�2,𝑗

𝛼2
 (4) 

Because each additive error term is estimated 

from the Kriging surrogate model, 𝐹1,𝑗
′  and 𝐹2,𝑗

′  

have stochastic values which follow the Gaussian 

distribution. By comparing the probability 

distribution of updated samples and the 

probability distribution of highest fidelity sample, 

appropriate samples for variable-fidelity Kriging 

model can be filtered with OVL. The overlapping 

coefficient of the 2nd lowest fidelity method at 

each sample point can be defined as Eq. (5).  

𝑂𝑉𝐿2,𝑏 = ∫ min (𝑝2,𝑏(𝑥), 𝑝𝑀,𝑏(𝑥)) 𝑑𝑥
𝑅𝑛

 (5) 

In Eq. (5), 𝑏 is the index of the 2nd lowest 

fidelity sample location. 𝑝2,𝑏(𝑥) and 𝑝𝑀,𝑏(𝑥) are 

the probabilities of the updated 2nd lowest fidelity 

sample at the 𝑏 th location, and of the highest 

fidelity (M) sample at the 𝑏 th location 

respectively. Sample data with an OVL value 

greater than a certain criterion are selected and 

used for the variable-fidelity Kriging model.  

Once the sample data are selected, the 

Kriging model is generated. Because lower 

fidelity sample data are updated with stochastic 

process, the uncertainty of lower-fidelity sample 

should be considered. In this study, the ordinary 
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Kriging estimation is updated with the 

uncertainties of updated sample data. Eq. (6) 

shows the equation for Kriging model [10,11] 
 

�̂�𝑉𝐹 = 𝜇 + 𝑔 + ε, 𝑔 ∈ ℕ(0, 𝜎𝑉𝐹
2 ) (6) 

 

In Eq. (6), �̂�𝑉𝐹 is the estimated function value of 

variable-fidelity Kriging, 𝜇 is the mean value of 

function value, 𝜎𝑉𝐹
2  is the variance of Gaussian 

distribution, and ε is the uncertainty of sample 

data values due to its physics model. ε follows 

the Gaussian distribution whose mean value is 0 

and variance is 𝜏2.  

Next, the ordinary Kriging model is 

generated with the mean value of filtered sample. 

Eq. (7) and Eq. (8) show the predicted function 

values from the 2nd lower fidelity sample. �̂�𝑉𝐹2,𝑘 

is the function prediction at the filtered sample 

points, and �̂�𝑉𝐹2,𝑗  at a new arbitrary sample 

points. 

�̂�𝑉𝐹2,𝑘 = 𝜇𝑉𝐹2,𝑘 + 𝑔𝑘 , 𝑔𝑘 ∈ ℕ(0, 𝜎𝑉𝐹2,𝑘
2 ) (7) 

�̂�𝑉𝐹2,𝑗 = 𝜇𝑉𝐹2,𝑗 + 𝑔𝑗, 𝑔𝑗 ∈ ℕ(0, 𝜎𝑉𝐹2,𝑘
2 )  (8) 

Using Eq. (7), Eq. (8), and ε , the mean and 

variance of �̂�𝑉𝐹 at an arbitrary point is updated as 

shown in Eq. (9) and Eq. (10). In these equations, 

𝐶21 is the correlation matrix between 𝑔𝑗 and 𝑔𝑘, 

and 𝐶11  and 𝐶22  are the correlation matrix 

between 𝑔𝑗  and 𝑔𝑗  and the correlation matrix 

between 𝑔𝑘 and 𝑔𝑘 respectively.  
 

𝑀𝑒𝑎𝑛 𝐸(�̂�𝑉𝐹) 

= 𝜇𝑉𝐹2 + 𝐶21(𝐶21 + 𝜏2𝐼)−1(𝐹′ − 𝜇𝑉𝐹1) 
(9) 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑉(�̂�𝑉𝐹) 

= 𝐶22 + 𝜏2𝐼 − 𝐶21(𝐶11 + 𝜏2𝐼)−1𝐶21
𝑇 

(10) 

For determining the additional points to 

improve the Kriging model, the variance, Eq. 

(10), is checked as a measure of the global 

accuracy. In the ordinary Kriging, the variance 

indicated the sampling error which depends on 

the distribution of sample data. However, using 

the Kriging model of Eq. (6), the effect of both 

sampling error and inaccuracy of lower fidelity 

samples can be included in the variance 𝑉(�̂�𝑉𝐹). 

To improve the model, in each iteration, the 

sample location with high variance is selected as 

the additional trial location. 

3.4 Preliminary Results  

To demonstrate the feasibility and veracity of the 

TiCTaC framework (Section 3.2) and the 

mathematical formulation (Section 3.3), two 

simple test problems are considered and results 

are presented in this section.  

3.4.1 Lift coefficient of NACA0012 airfoil  

The objective is to predict the lift coefficient vs. 

angle of attack curve of NACA 0012 airfoil using 

data from three different fidelity methods: panel 

method, RANS method, and wind tunnel test. 

The flow condition are: M = 0.089 and Re =
2.0 × 106. The wind tunnel data of Reference 12 

is used. The number of initial samples of panel 

method, RANS method, and wind tunnel test are 

set at 10, 5, and 4 respectively. Fig. 7 shows the 

location of the initial sample data and the 

corresponding lift coefficient values.  

Following the MADO framework 

introduced in Section 3.2, the additive and 

multiplicative errors of each lower fidelity 

dataset are calculated, and the lift coefficient 

values of panel and RANS methods are updated. 

OVLs are calculated next and the values are 

shown in Fig. 8. Note that the OVL of updated 

panel method samples are high at low angles of 

attack, which means that these data can be used 

for the variable fidelity Kriging. However, OVL 

of panel method samples decreases as the angle 

of attack increases. Therefore, at high angles of 

 
Figure 7. Initial samples for the prediction of the 

lift coefficient curve of NACA0012 airfoil 
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attack, the panel method samples should not be 

used. 

In Fig. 9, the variable fidelity Kriging model 

of the lift coefficient of the NACA0012 airfoil is 

compared with available wind tunnel data. the 

results show the discrepancy between the 

Kriging model predictions and the actual wind 

tunnel data. To improve the surrogate model, 

additional sample should be added. The variance 

of VF Kriging model is calculated as shown in 

Fig. 10, and it indicates that additional samples 

are needed at three locations based on the 

discrepancy shown in Fig. 9.  

3.4.2 Kriging Surrogate model with VF samples   

The TiCTaC framework is applied to solve a 

design optimization problem using a numerical 

test function. Six hump camel back function [13] 

is selected which is one of the commonly used 

numerical test functions. The exact function of 

six hump camel back function is shown in Eq. 

(13). To test variable fidelity analysis, two low 

fidelity numerical functions for the six hump 

camel back function are formed by adding 

artificial noise as shown in Eq. (14) and Eq. (15).  

 𝑓(𝑥1, 𝑥2) 

= (4 − 2.1𝑥1
2 +

1

3
𝑥1

4)
2

𝑥1
2 + 𝑥1𝑥2 + (−4 + 4𝑥2

2)𝑥2
2 

               , where   −2 ≤ 𝑥1 ≤ 2, −1 ≤ 𝑥2 ≤ 1 

(13) 

𝑓𝑚 = 1.2 × 𝑓(𝑥1 + 0.05, 𝑥2 − 0.05) + 0.3 (14) 

𝑓𝑙 = 0.7 × 𝑓(𝑥1 − 0.1, 𝑥2 + 0.1) + 0.5 (15) 

𝑓𝑚 represents the medium fidelity function and 𝑓𝑙 

represents the low fidelity function. The exact 

function is used as the highest fidelity function. 

The contours for all three functions are shown in 

Fig. 11. 

At the first step, the initial sample data set is 

selected. For low-, medium-, and high-fidelity 

functions, 19, 10, and six sample points are 

selected respectively. Using each sample point 

and its function value, single fidelity Kriging 

model is made. Then, the multiplicative error and 

additive error terms are estimated, and the 

samples are updated. From OVL calculation, 

among the initial lower fidelity samples, 10 low 

fidelity samples and eight medium fidelity 

 
Figure 10. Variance of Variable-fidelity Kriging 

model of the lift coefficient of NACA0012 airfoil 

 
Figure 8. Overlapping coefficient of updated 

sample (Panel and RANS method) 

 
Figure 9. Variable-fidelity Kriging model of      

the lift coefficient of NACA0012 airfoil 

 
Figure 11. The contour of each different fidelity function 

value (Low, Medium, and high fidelity, respectively.) 
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samples are selected for the variable fidelity 

Kriging model. As the result, variable-fidelity 

Kriging model is generated as shown in Fig. 13.  

In this application, a modified MADO 

framework [7] shown in Fig. 14 is used.  This 

involves substituting Optimization for Variance 

Estimation (see Fig. 6) as Step 4. For 

optimization, Genetic Algorithm (GA) is used. 

Moreover, the Multi-Objective Multi-Point Infill 

Sampling Criteria (MPMO-ISC) [14] is applied 

in Step 5.  

At the first design iteration, searching the 

minimum value with Genetic Algorithm, it is 

determined that additional points are needed.  

The additional points are selected by MPMO-

ISC. Table 1 shows the history of optimization. 

Model error is the error between optimum value 

which is estimated by the design process and the 

exact function value at the optimum point. True 

error is the error between optimum value which 

is estimated by the design process and the 

optimum value which is analytically calculated. 

The termination criterion is set as 5%, and the 

process is terminated at 3rd iteration. Fig. 15 

shows the comparison of contour of exact 

function value and the variable fidelity Kriging 

model at the last iteration.  

4 Concluding Remarks  

In this paper, TiCTaC approach is proposed to 

cost-effectively generate accurate aerodynamic 

data to support MADO-based conceptual design 

needs. A MADO framework is developed for 

tightly coupling CFD and wind tunnel testing, 

and preliminary results for simple test cases are 

presented to demonstrate the feasibility of the 

approach.  

Wind tunnel testing is considered as the 

highest fidelity method with the highest cost. The 

cost of computational analysis is a function of 

fidelity and assumed to be lower than that of 

wind tunnels. The concept of variable-fidelity 

Kriging surrogate model is used to integrate data 

from computations and wind-tunnel testing. It 

allows filtering of sample points with low 

accuracy by the consideration of physical error, 

infill sampling criteria, and overlapping 

coefficient (OVL).  

For preliminary verification and 

demonstration of the framework, the prediction 

of the lift coefficient curve of NACA0012 airfoil 

is performed with both computational and 

experimental data. Moreover, an optimization 

problem using a numerical test function is solved 

as a validation case. The results show that the 

proposed MADO framework can work 

efficiently for surrogate based optimization 

problems. Additional studies with more realistic 

 
Figure 13. Comparison between the contour of exact 

function and the variable fidelity Kriging model at the 

initial optimization iteration 

 
Figure 14. A modified MADO framework for 

optimization problem [7] 

Iter. 
Number of Samples 

Opt. 
Model 

error(%) 

True 

error(%) Low Med. High 

1 19 10 6 -0.4841 116.70 53.07 

2 20 10 9 -0.5325 28.48 48.38 

3 21 11 10 -1.0603 3.263 2.782 

 

Table 1. Optimization history of Numerical test 

 
Figure 15. Comparison between the contour of exact 

function and variable fidelity Kriging model at the last 

optimization iteration. 
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test cases are planned to further develop and 

mature the TiCTaC system.  
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