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Abstract

This paper presents a combined study of simu-
lation and experiment of hypersonic intake flow.
A finite-volume flow solver is used to simu-
late a scramjet intake configuration and the re-
sults are compared against the measurements.
Turbulence closure is achieved using two eddy-
viscosity models and a differential Reynolds-
stress model. In order to improve the prediction
of the simulation, we consider the need to include
the direct contribution of turbulence kinetic en-
ergy into the formulation of total energy and the
Boussinesq hypothesis for the eddy-viscosity tur-
bulence models in the numerical simulations of
hypersonic flows. In addition we also model the
turbulent diffusion in the energy equation and the
dilatation dissipation in the length-scale equation
of the turbulence model and assess the effects of
these terms. It is shown that the turbulence ki-
netic energy should not be neglected in the for-
mulation of the total energy and the compressibil-
ity corrections may provide some improvements.
3D effects and numerical issues such as stability
and grid convergence are discussed.

Nomenclature

(.)(t) = turbulent variables

(.)w = wall variables
ρ = density
Uk = velocity component
u
′′
k = velocity fluctuation component

p = pressure
T = temperature
τi j = shear stress component
E = total energy
H = total enthalpy
e = internal energy
h = internal enthalpy
qk = heat flux component
Dkk = turbulent diffusion
Cv = specific heat at constant volume
Cp = specific heat at constant pressure
k = turbulence kinetic energy
ω = specific dissipation rate
Ri j = Reynolds-stress component
R = specific gas constant
γ = ratio of specific heats
µ = viscosity
δi j = Kronecker delta
S∗i j = traceless strain rate tensor
λ = heat conductivity
Pr = Prandtl number
MT = turbulence Mach number
a = speed of sound
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1 Introduction

This work is a part of an on going research on
supersonic combustion ramjet (scramjet) engines
in Germany [15]. A scramjet intake consists of
several external compression ramps and an inte-
rior part. The flow is compressed through a series
of oblique shock waves generated by the ramp
and the cowl in which multiple interesting phys-
ical phenomena may occur, such as rapid com-
pression/expansion, shock-boundary layer inter-
action, etc. (see Fig. 1). These phenomena
may trigger some other complex processes, e.g.,
laminar-turbulent transition, compressible relam-
inarization, flow separation, etc. In this paper, we
use QUADFLOW, a well-validated cell-centered
finite volume flow solver [2], to simulate the flow
inside a scramjet intake model that was built and
tested at the Shock Wave Laboratory [5].

Fig. 1 : Typical configuration of a Scramjet in-
take and the associated flow features. The flow is
from left to right. The free-stream Mach num-
ber and the unit Reynolds number are 6.7 and
3.8x106 m−1, respectively.

Numerical simulations of hypersonic flows
require additional closure approximations for
compressibility effects. This is because not only
the density is now varying but there are also ad-
ditional correlations due to the fluctuating den-
sity. Furthermore, since the velocity is several
order of magnitude larger than in incompressible
flow, the magnitudes of velocity fluctuations and
turbulence kinetic energy are also larger. In or-
der to take into account these effects properly,
we implement and analyze the following modi-

fications in QUADFLOW: the inclusion of turbu-
lence kinetic energy to the total energy, the use
of full Boussineq approximation (in which turbu-
lence kinetic energy is included), the importance
of turbulent diffusion in the energy equation, and
the effects of Zeman/ Wilcox compressibility cor-
rections using dilatation dissipation [12]. These
modification for compressible flows were sug-
gested by several researchers, e.g., Wilcox [16],
Rumsey [12].

2 Experiment

The scramjet intake used for simulation in this
work was designed under the Research Training
Group GRK 1095 "Aero-Thermodynamic De-
sign of a Scramjet Propulsion System for Fu-
ture Space Transportation Systems" in Germany
[15]. The intake is 580 mm long and 100 mm
wide and comprises of two external compression
ramps and an interior part. The first ramp and the
second ramp are inclined to the horizontal surface
by 9o and 20.5o, respectively. The leading edges
of the first ramp and the cowl lip are sharp. The
second ramp and the interior part is connected by
a sharp expansion corner. Schematic drawing of
the intake is shown in Fig. 2.

The model was tested in the hypersonic shock
tunnel TH2 in helium-driven mode at the Shock
Wave Laboratory, RWTH Aachen University.
The tunnel can simulate re-entry flow conditions
with total enthalpies from 1.5 to 14.6 MJ/kg and
Mach numbers from 6.6 to 14 using helium-
driven or detonation-driven mode. The exact
dimensions of the intake, detailed measurement
techniques and experimental results can be found
in Neuenhahn and Olivier [10] and Fischer and
Olivier [5].

Two inflow conditions were used in the ex-
periments and are listed in Table 1. Condition A
was used for the measurements of pressure and
heat transfer on the external ramps and condition
B was used for the measurements in the interior
part. In the experiment, pressure and heat transfer
rate (Stanton number) were measured by Kulite
pressure probes and thermocouples, respectively
[5]. In the numerical simulations, only condition
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Fig. 2 : Schematic drawing of the SWL intake.

A was used as the free-stream condition and the
reference state in the analysis of the results.

Cond. M∞

[-]
Re∞,m
[1/m]

T0
[K]

T∞

[K]
Tw
[K]

A 6.7 3.8x106 1300 129 300
B 7.7 4.1x106 1520 125 300

Table 1: Inflow and boundary conditions in the
experiments.

3 Physical Modeling

We consider a set of equations representing mass,
momentum and energy conservation within the
framework of Reynolds-averaged Navier Stokes
(RANS) computation:

∂ρ̄

∂t
+

∂

∂xk

(
ρ̄Ũk
)

= 0, (1)

∂
(
ρ̄Ũi
)

∂t
+

∂

∂xk

(
ρ̄ŨiŨk + ρ̄ũ′′i u′′k

)
=− ∂p̄

∂xi
+

∂τ̄ik

∂xk
, (2)

∂
(
ρ̄Ẽ
)

∂t
+

∂

∂xk

(
ρ̄H̃Ũk + ρ̄ũ′′i u′′kŨi

)
=

∂

∂xk

(
τ̄ikŨi

)
− ∂

∂xk

(
q̄k + q̄(t)

k

)
+ ρ̄Dkk.

(3)

The total energy and the total enthalpy are:

Ẽ = ẽ+ŨkŨk/2+ k̃; ẽ = CvT̃ , (4)

H̃ = h̃+ŨkŨk/2+ k̃; h̃ = CpT̃ . (5)

In these equations the overbar (φ̄) and the
tilde (φ̃) denote ensemble and mass-weighted av-
erages, respectively. The velocity fluctuation
correlation in Eqn. 2 and Eqn. 3 is denoted as
ρ̄ũ′′i u′′k = ρ̄R̃i j. The contribution of turbulence ki-
netic energy to the total energy and total enthalpy
in Eqn. 4 and Eqn. 5 are normally omitted in
simulating subsonic and supersonic flows. Here
we will consider the importance of this addition.
With the inclusion of the turbulence kinetic en-
ergy, the pressure is then computed as follows:

p̄ = ρ̄RT̃ = (γ−1)ρ̄ẽ = (γ−1)ρ̄
(
Ẽ−ŨkŨk/2− k̃

)
.

(6)

The turbulent diffusion (ρ̄Dkk) in Eqn. 3 is
modeled based on simple gradient diffusion hy-
pothesis for eddy-viscosity models [16]:

ρ̄Dkk =
∂

∂xk

[(
µ̄+σ

∗µ̄(t)
)

∂k̃
∂xk

]
, (7)

and generalized gradient diffusion hypothesis for
Reynolds stress model [4]:

ρ̄Di j =
∂

∂xk

[(
µ̄δkl +σ

∗ ρ̄

ω
R̃kl

)
∂R̃i j

∂xl

]
. (8)

σ∗ is a coefficient in the model and is set to
0.5 in this context. We will also assess the effect
of this term on the numerical results.

We assume that gas is ideal ( p̄ = ρ̄RT̃ ) and
calorically perfect (Cp and Cv are constants) and
fluid is Newtonian so that the laminar stress ten-
sor can be given as:

τ̄i j = 2µ̄S̃∗i j; S̃∗i j =
1
2

(
∂Ũi

∂x j
+

∂Ũ j

∂xi
− 2

3
∂Ũk

∂xk
δi j

)
. (9)

In Eqn. 9, the laminar dynamic viscosity is
computed using Sutherland’s formula. The lam-
inar and turbulent heat fluxes in Eqn. 3 are mod-
eled based on Fourier type heat conduction:
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q̄i =−λ̄
∂T̃
∂xi

; q̄(t)
i = ρ̄h̃u′′k =−λ̄

(t) ∂T̃
∂xi

, (10)

in which the laminar/turbulent heat conductivity
is computed via the laminar/turbulent viscosity
and a constant laminar/turbulent Prandtl number:

λ̄ =
Cpµ̄
Pr

; λ̄
(t) =

Cpµ̄(t)

Prt
. (11)

µ̄(t) is determined by an eddy-viscosity model
scheme for both eddy-viscosity models and
Reynolds-stress model.

Regarding the turbulence closure for ρ̄R̃i j, we
focus on three turbulence models: Menter’s shear
stress transport (SST) model [8], Menter’s γ-Reθ

transition model (SST transition) [9], [7] and Eis-
feld’s SSG/LRR-ω Reynolds stress model (RSM)
[4], [1].

In the SST model the turbulence kinetic en-
ergy k̃ and the specific dissipation rate ω are
solved by two transport equations in addition to
the system of Eqn. 1 - 3:

∂
(
ρ̄k̃
)

∂t
+Ũk

∂
(
ρ̄k̃
)

∂xk
= Pk−β

∗
ρkω+ ρ̄Dk, (12)

∂(ρ̄ω)
∂t

+Ũk
∂(ρ̄ω)

∂xk
= Pω−βρω

2 + ρ̄Dω + ρ̄CDω,

(13)

P, D and CD denote production term, dif-
fusion term and cross-diffusion term, respec-
tively. The detailed formulations of these terms
are given in Menter [8]. In this context, we only
modify β and β∗ using the compressibility cor-
rections discussed later. The eddy-viscosity is
then determined as a function of k̃ and ω [8]. The
Reynolds stresses are defined using Boussinesq
approximation:

ρ̄R̃i j =−2µ(t)S̃∗i j +
2
3

ρ̄k̃δi j. (14)

The last term on the right hand side, which
ensures that the trace of the Reynolds stress ten-
sor is 2k̃, is also normally neglected in numeri-
cal simulations of low-speed flows and its impor-
tance will be assessed in this paper.

Menter’s γ− Reθ transition model is based
on two transport equations for the intermittency
γ and the momentum thickness Reynolds num-
ber Reθ. The physics of the transition process is
not modeled by the transport equations but en-
tirely contained in a set of experimental correla-
tion. Details of the implementation of this model
into QUADFLOW and its validation are given in
Krause et al. [7].

In the SSG/LRR-ω Reynolds stress model,
transport equations of the Reynolds stresses are
solved. Even though this makes the computa-
tions more expensive, the model does not suffer
from the limitation of the Boussinesq approxima-
tion (Eqn. 14) and naturally includes the effects
of streamline curvature, sudden changes in strain
rates, secondary motion etc. Menter’s blending
function [8] is used in the SSG/LRR-ω model so
that the model behaves like the LRR model [11]
in the near wall region and the SSG model [13] in
the far field. Details of the implementation of this
model into QUADFLOW can be found in Bosco
et al [1].

In this paper, we consider two compressibil-
ity corrections due to dilatation dissipation pro-
posed by Zeman and Wilcox [12] for the SST
turbulence model. The main idea of these correc-
tions is that the turbulence dissipation can be split
into two parts, namely, solenoidal dissipation and
dilatation dissipation. The latter is only important
in high Mach number flows in which the turbu-
lence Mach number is considerable large. These
corrections were developed for boundary layer
flows and require changes in the coefficients of
the dissipation terms in the transport equations
for k̃ and ω as follows:

β
∗
c = β

∗ [1+ζ
∗F (MT )] , (15)

βc = β−β
∗
ζ
∗F (MT ) , (16)

where MT =
(√

2k̃
)

/a is the turbulence Mach
number and a is the local speed of sound. In the
Zeman version, F (MT ) is:
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F (MT )=

[
1− exp

(
−
(

MT −MT0

Λ

)2
)]

H (MT −MT0) ,

(17)

with ζ∗ = 0.75, MT0 = 0.2, Λ = 0.6, and H is the
Heaviside function.

In the Wilcox correction, F (MT ) is:

F (MT ) =
(
M2

T −M2
T0

)
H (MT −MT0) , (18)

with ζ∗ = 2 and MT0 = 0.25.

4 Numerical Method

We perform the computations using QUAD-
FLOW, which solves the RANS equations in 2D
and 3D. The spatial discretization of the gov-
erning equations is based on a cell-centered fi-
nite volume flow scheme suited for unstructured
grids. In this study, an AUSMDV upwind method
is used to discretize the convective fluxes and
second-order accuracy is achieved by a linear re-
construction. The viscous fluxes are discretized
by quasi-central differencing. The mean flow
equations are integrated in time by a fully implicit
Newton-Krylov method or an explicit five-stage
Runge-Kutta scheme.

We simulate a test case in which the follow-
ing boundary conditions are used: supersonic in-
flow, supersonic outflow and solid wall. At su-
personic inflow boundaries, the values are pre-
scribed using the experimental data. The free-
stream turbulence intensity was fixed at 0.5 %.
At supersonic outflow boundaries, the variables
are extrapolated from the interior assuming zero-
gradient. At solid walls, the no-slip condition
is enforced and isothermal condition is used.
The turbulence kinetic energy and the Reynolds
stresses are set to zero at the wall and the respec-
tive lengthscale is prescribed based on the first
grid spacing according to Menter [8]:

ωw = CM
6µw

ρwβ1d2
1
. (19)

Here CM and β1 are constants and have been
set to 10 and 0.075, respectively, and d1 is the
distance to the cell center next to the wall.

5 Grid Convergence Study

The grid used in this work was originally cre-
ated by Krause and Ballmann [6] using a multi-
block elliptic structured grid generator (Mega-
Cads [3]). The grid points in the wall normal
direction are stretched by Poisson distribution
in order to achieve y+ smaller than 1 close to
the wall everywhere in the computational domain
(the minimum distance to the wall is at least 10−6

meter). The transverse grid lines were created in
such a way that they are almost always perpen-
dicular to the wall surface (Fig. 3).

Fig. 3 : Grid distribution in the symmetry plane
of the SWL intake. Every fourth grid line of the
coarse grid is shown.

Three different grids were used in 2D com-
putations: a coarse grid (50000 cells), a medium
grid (200000 cells) and a fine grid (800000 cells).
In 3D computations, the 2D coarse grid is ex-
tended in the spanwise direction for half of the
width of the intake and results in a 3D grid of ap-
proximately 3 million cells. The grid lines in the
spanwise direction are also clustered towards the
sidewall (Fig. 4).

Grid convergence study was performed for
the 2D computations using the three grids men-
tioned above in which the resolution from one
grid to another was refined by doubling the num-
ber of cells in both the streamwise and wall nor-
mal directions. The computations were done us-
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Fig. 4 : Grid distribution at the exit plane of the
3D grid for the SWL intake.

ing the original SST model without any modifi-
cations mentioned in the previous section. Fig. 5
and Fig. 6 show the wall pressure distribution and
the Stanton number along the ramps and the up-
per wall of the interior part for the three grids. It
can be seen that there are still small differences in
the results predicted by the medium grid and the
fine grid. However, due to resource constraint,
the medium grid was used for all the 2D com-
putations of the intake in the subsequent sections
unless otherwise stated.

Fig. 5 : Grid sensitivity analysis: pressure along
the upper wall of the symmetry plane, SST turbu-
lence model.

Fig. 6 : Grid sensitivity analysis: Stanton number
along the upper wall of the symmetry plane, SST
turbulence model.

6 Results

We use the following terminologies in the legend
of the results to distinguish the different modifi-
cations considered in this work:

• Original: the original formulation for low-
speed flows.

• k inclusion: inclusion of turbulence ki-
netic energy to the total energy (Eqn. 4 and
Eqn. 5).

• Re tensor trace: the last term on the right
hand side in Eqn. 14 is included. This is
only applicable to the SST model.

• diffusion: the model of turbulent diffusion
in the energy equation is used (Eqn. 7 and
Eqn. 8). It should be noted that, for the
RSM model, this term was modeled in the
original implementation (see Bosco et al.
[1]). We only consider the effect of this
term in this work.

• ZemanCC: Zeman compressibility correc-
tion (Eqn. 15, Eqn. 16 and Eqn. 17).
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• WilcoxCC: Wilcox compressibility correc-
tion (Eqn. 15, Eqn. 16 and Eqn. 18).

6.1 General Flow Features in Scramjet In-
take

Fig. 1 illustrates the general flow features inside
a scramjet intake. The flow is first compressed
through an oblique shock wave from the lead-
ing edge of the first ramp. The pressure gradi-
ent due to the flow deflection between the first
ramp and the second ramp is strong enough to
cause a flow separation at the compression cor-
ner and the flow is also transitional from laminar
to turbulent state over this separation bubble [7].
Prior to the entrance of the interior part, the flow
experiences a supersonic expansion at the end of
the second ramp. Compressible relaminarization
may occur here in which the turbulence intensity
decreases significantly and the velocity exhibits
a laminar-like profile (but the boundary layer is
not completely laminar). After expanding, the
flow encounters an oblique shock wave from the
cow lip. The large adverse pressure gradient pro-
duced by this shock wave boundary layer inter-
action causes a second separation bubble on the
intake wall. Before this separation can be accu-
rately predicted, the state of the boundary layer
entering the interior part, which is a compressible
turbulent flow over the expansion corner, must be
known. Downstream of this bubble, the flow is
going through several reflected shock waves and
expansion waves before entering the combustion
chamber.

Fig. 7 and Fig. 8 show the typical pressure
and heat transfer distributions along the upper
wall of the intake. For clarification, the geome-
try of the upper part of the intake is also shown in
these figures (the scaling is not exact for better vi-
sualization). At the compression corner, the first
separation bubble, over which the flow is tran-
sitional from laminar to turbulent, can be seen
through a pressure plateau and a drop in Stanton
number. After the reattachment shock wave, both
the pressure and Stanton number rise steeply be-
fore leveling off on the second ramp. At the sharp
convex corner, the pressure drops due to super-
sonic expansion and the Stanton number is also

Fig. 7 : An example of pressure distribution along
the upper wall of the symmetry plane of the in-
take. 2D simulation using the SST transition
model.

Fig. 8 : An example of the Stanton number dis-
tribution along the upper wall of the symmetry
plane of the intake. 2D simulation using the SST
transition model.

decreased which is an indication of compress-
ible relaminarization. Inside the interior part, the
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second separation bubble is formed due to the
shock wave from the cowl lip and this can be seen
through the plateaus in both pressure and Stan-
ton number. Further downstream, reflected shock
waves and expansion waves cause small jumps in
pressure and heat transfer rate.

6.2 The Significance of Turbulence Kinetic
Energy

We first assess the significance of the turbulence
kinetic energy k in the scramjet intake by exam-
ining a 2D computation without k inclusion using
the SST model. Fig. 9 shows the turbulence ki-
netic energy as a fraction of the total enthalpy.
It can be seen that the magnitude of this ratio is
about 0.05 to 0.1 across the separation bubble at
the entrance of the interior part. The amplifica-
tion of turbulence kinetic energy here is probably
a result of the combined effects of adverse pres-
sure gradient, concave streamline curvature, bulk
compression and flow separation [14]. Further-
more, the amplification effect is more profound
when the value of the density is combined with k
as shown in Fig. 10 in which the multiplication of
turbulence kinetic energy and density is plotted
as a fraction of pressure. The magnitude of ρk/P
is about 0.3 to 0.6 around the second separation
bubble. The ratio is most significant in the reat-
tachment region. This indicates that inclusion of
turbulence kinetic energy will strongly influence
the pressure (see Eqn. 6). From this observation,
it can be concluded that inclusion of turbulence
kinetic energy to the total energy is necessary in
order to ensure exact conservation of energy and
more accurate computation of pressure.

The qualitative effect of including k into
the total energy is demonstrated in Fig. 11 and
Fig. 12. The figures show the Mach lines at the
entrance of the interior part, where the turbulence
kinetic energy is significant (see Fig. 10), for two
computations: one computation without k inclu-
sion and another one with k inclusion. It can be
seen that, with k inclusion, the onset of the sec-
ond separation bubble is delayed and the separa-
tion bubble is also smaller. The differences ap-
pear most noticeably in the area where the turbu-

Fig. 9 : Contour plot of turbulence kinetic energy
as fraction of total enthalpy. 2D simulation of the
intake using the SST model.

Fig. 10 : Contour plot of turbulence kinetic en-
ergy (multiplied by density) as fraction of pres-
sure. 2D simulation of the intake using the SST
model.

lence kinetic energy is large.

6.3 Quantitative Comparisons

In this section, we show the numerical results of
2D simulations using the SST model and con-
sider the effects of "k inclusion", "Re tensor
trace" and "diffusion". The turbulence model is
used here without considering/modelling the ef-
fects of laminar-turbulent transition.

Fig. 13 illustrates the pressure distribution
along the upper wall of the intake predicted by
the SST model. As expected, the most signifi-
cant difference appears around the second sepa-
ration bubble at the entrance of the interior part.
Inclusion of turbulence kinetic energy delays the

8



Details of Turbulence Modeling in Numerical Simulations of Scramjet Intake

Fig. 11 : Plot of Mach lines at the entrance of
the interior part. The turbulence kinetic energy is
not included into the total energy . 2D simulation
using the SST model.

Fig. 12 : Plot of Mach lines at the entrance of
the interior part. The turbulence kinetic energy
is included into the total energy. 2D simulation
using the SST model.

onset of separation and reduces the size of the
bubble. This can be seen through the smaller
pressure plateau around x = 0.4m. As a conse-
quence of a reduced separation bubble, the reat-
tachment shock wave is stronger and this results
in higher pressure peaks downstream of the bub-
ble. In contrast to the obvious effects of "k inclu-
sion", including the turbulent diffusion in the en-
ergy equation and the last term on the right hand
side in Eqn. 14 do not produce significant differ-
ence in the results. This is probably because the
magnitudes of these terms are still small in com-
parison to the other terms in the transport equa-
tion.

The heat transfer rate predicted by the SST
model is shown in Fig. 14. Here, the differences

Fig. 13 : Pressure distribution along the upper
wall of the intake. 2D simulations using the SST
model.

are only due to "k inclusion" and are relatively
smaller than in the pressure prediction. This re-
sult is also expected because "k inclusion" should
have a stronger influence on pressure than on to-
tal energy (as discussed in the previous section).
Since the effects of "Re tensor trace" and "diffu-
sion" seem to be negligible in this test case, in the
next section, we only focus on the computations
using "k inclusion".

6.4 The Effects of Compressibility Correc-
tions

Here, we consider the compressibility corrections
in combination with the SST transition model
and "k inclusion". Fig. 15 and Fig. 16 show the
pressure and the Stanton number along the up-
per wall of the intake. Since laminar-turbulent
transition is modeled, the flow on the first ramp
is now laminar, therefore the Stanton number is
smaller than that in fully turbulent computations.
The appearance of a separation bubble between
the first ramp and the second ramp around x =
0.26m is visible through a pressure plateau. This
separation did not appear in the fully turbulent
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Fig. 14 : Stanton number distribution along the
upper wall of the intake. 2D simulations using
the SST model.

computations because turbulent boundary layers
can sustain higher pressure gradients than lami-
nar boundary layers. Downstream of the second
separation bubble, the transition model predicts
larger peaks in pressure and Stanton number than
the prediction of the fully turbulent computations
(see Fig. 13 and Fig. 14).

Regarding the compressibility corrections,
two substantial differences can be seen. First,
both Wilcox correction and Zeman correction
predict larger flow separation at the entrance of
the interior part. Second, both corrections reduce
the peak of the heat transfer over the second sep-
aration bubble. This result indicates that com-
pressibility corrections may change the numeri-
cal results significantly and, therefore, are neces-
sary for hypersonic flows.

6.5 Comparisons with Experimental Data

In this section, we present the comparisons of 3D
computations with the measurements. The simu-
lations were performed using the SST transition
model and the RSM model in which the contri-
bution of turbulence kinetic energy to the total

Fig. 15 : Pressure distribution along the upper
wall of the intake. 2D simulations using the SST
transition model and compressibility corrections.

Fig. 16 : Stanton number distribution along the
upper wall of the intake. 2D simulations us-
ing the SST transition model and compressibility
corrections.

energy is included. In the computations using the
RSM model, laminar-turbulent transition is taken
into account by turning off the turbulence model
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for the flow on the first ramp. This method is re-
ferred to as "laminar box".

In 3D simulations (Fig. 17 and Fig. 18), the
SST transition model does not work in a satisfac-
tory way. The pressure plateau at the entrance
of the interior part is significantly lower than the
measurements. The Stanton number on the sec-
ond ramp and the peak of heat transfer rate down-
stream of the second bubble are also not close to
the experimental data.

On the other hand, the prediction of the RSM
model follows the measurements closely until af-
ter the first pressure peak. The mismatch with the
experimental data afterwards is possibly because
the reflected shock wave is not predicted accu-
rately. However, it should be noted that the 3D
computation of the intake using the RSM model
was less stable than the 2D computation and the
residual of density leveled off much earlier than
in 2D computation. This is probably because the
RSM model is more sensitive to the 3D features
such as vortices and flow separation which are
unsteady in nature.

Fig. 17 : Pressure distribution along the upper
wall of the intake. 3D simulations using the SST
transition model and the RSM model.

Fig. 18 : Stanton number distribution along the
upper wall of the intake. 3D simulations using
the SST transition model and the RSM model.

7 Conclusion

We performed a combined study of hypersonic
flows in a scramjet intake within the framework
of experiment and steady RANS simulation. The
experiments were done in a hypersonic shock
tunnel. The computations were performed us-
ing a finite volume flow solver. Turbulence clo-
sure was achieved using two eddy-viscosity mod-
els (SST model and SST transition model) and
a differential Reynolds-stress model (SSG/LRR-
ω model) with several modifications and correc-
tions applicable to compressible flows. Conclu-
sion on the performance and suitability of the tur-
bulence models and the modifications are sum-
marized as follows:

1. The contribution of turbulence kinetic en-
ergy to the total energy is necessary and should
not be neglected in hypersonic flows with strong
shock boundary layer interaction and flow sepa-
ration. It was shown in this work that turbulence
kinetic energy may represent a significant frac-
tion of the total energy and including this quantity
may lead to significant differences in the numeri-
cal results.
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2. Including the turbulent diffusion of k in
the mean flow energy equation and including the
2/3ρk in the Boussinesq approximation did not
bring any significant differences to the numerical
results for this specific test case.

3. Compressibility corrections such as the
dilatation dissipation proposed by Zeman and
Wilcox [12] may provide significant differences,
especially in the heat transfer rate around the sep-
aration bubble. Further study is needed to as-
sess the applicability of the compressibility cor-
rections.
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