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Abstract

Recent developments in actuator technology have re-
sulted in small, simple flow control devices capable
of affecting the flow field over flight vehicles suffi-
ciently to generate control forces. One of the devices
which has been under investigation is the Miniature-
Trailing Edge Effector (MiTE), which consists of a
small, 1-5% chord, moveable surface mounted at the
wing trailing edge. The high bandwidth, distributed
placement, and good control authority make the de-
vice an ideal candidate for control of both the rigid
body and flexible modes of a flight vehicle. This
potential is demonstrated in two experiments: flut-
ter suppression of a flexible wing, and flight control
of a remotely piloted aircraft. The first experiment
successfully increased the flutter speed by over 25%.
The second experiment included a novel distributed
flight control system based upon the MiTEs that in-
cludes distributed sensing, logic, and actuation. Flight
tests were performed with conventional control sur-
faces and with the MiTE based distributed control
system. These tests validated the control capability
of the MiTEs and the associated flight control archi-
tecture. Controllers were then designed for the dis-
tributed flight control system. These controllers in-
creased the flight vehicle stability by 85% and alle-
viated gust loads by 78%, when compared with open
loop.

1 Introduction

Various actuation devices have been recently devel-
oped that can be used to locally affect the flow-field
over flight vehicles [1, 2, 3, 4]. These devices mod-
ify the surrounding flow-field sufficiently to generate
control forces. Often constructed using meso-scale or
smaller manufacturing processes and utilizing a vari-
ety of actuation technologies, these devices are small
in size, low in cost, and typically binary in nature.

These new devices offer many potential advantages
for flight vehicle control, including robustness due to
the large number of devices, and simplicity through
elimination of complicated servo-positioning. Fur-
thermore, the high bandwidth and distributed place-
ment of the new devices allows for structural as well
as rigid body mode control. Application areas already
considered for these devices include aircraft [2], heli-
copters [5], and wind turbines [6].

At Stanford University, research in small flow
control devices began in 1998 and has focused on
Miniature-Trailing Edge Effectors (MiTEs) [2, 7, 8].
The MiTEs are small trailing edge devices, approxi-
mately 1–5% chord in height, actuated with deflection
angles up to 90 degrees. The MiTE concept is inspired
by Gurney flaps originally developed and applied to
racing cars by Robert Liebeck and Dan Gurney. These
devices protrude vertically into the flow and cause
a stable separation region to form [9], changing the
sectional lift and moment comparable to a traditional
flap of much larger size. Locating the MiTE at the
trailing edge has the largest influence, although re-
searchers have investigated other locations [5]. Nu-
merous wind tunnel tests [5, 7, 8, 10, 11] and CFD
simulations [7, 12, 13] have confirmed the influence
and behavior of small flaps.

Although extensive aerodynamic testing has been
completed with these types of small devices, re-
searchers are only beginning to address their potential
for active control. This paper describes the develop-
ment of two experiments to demonstrate the poten-
tial of MiTEs for control. First, flutter of a flexible
wing wind tunnel model is suppressed using MiTEs.
Second, a novel flight control architecture based upon
MiTEs is developed and implemented on a remotely
piloted flight vehicle. The latter system is fully dis-
tributed, including sensing, logic, and actuation. This
architecture can address many control challenges. For
example, the large number of devices allows for tai-
loring of the lift distribution at off-design flight con-
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ditions. The small, high-bandwidth devices can also
alleviate gust loads, resulting in reduced structural
weight. In addition, the devices allow for arbitrary
combinations of control forces and are ideal for con-
figurations such as flying wings.

2 Miniature-Trailing Edge Effectors

A summary of the key aerodynamic features, with a
focus towards suitable modeling for control design,
is provided by Lee [14]. A more detailed review
of the available literature on MiTEs is provided by
Solovitz [15]. Computational and experimental re-
sults [14, 15] have shown that MiTEs are effective in
generating aerodynamic forces. The steady and un-
steady behavior of the MiTEs can be modeled using
linear thin airfoil theory [14]. Further, the effective-
ness of the MiTEs scales almost linearly with respect
to the device height and the spanwise length. In two-
dimensional flow, a1.5% chord vertically deflected
device can change the section lift coefficientCl by as
much as 0.33 [14]. This is equivalent to deflecting a
10%chord conventional flap8 degrees.

Many geometries and actuation schemes have
been considered for the MiTEs [5, 7]. Two different
designs were used for the current work, both utilizing
electro-mechanical actuation. This type of actuation
was selected for its simplicity, reliability, low voltage
and power requirements, and high bandwidth. For the
flutter experiment the vertically sliding MiTE design
is used. The flight experimental platform uses two
variants of the bucket type MiTE.

2.1 Vertically Sliding MiTE

This design consisted of a vertically sliding flap actu-
ated by a direct-current (DC) pager motor. Figure 1
shows the individual components and the assembled
MiTE. The MiTE actuators were manufactured in the
Rapid Prototyping Laboratory by Byong-Ho Park us-
ing Shape Deposition Manufacturing [16]. Four of
these MiTE actuators were arranged in two pairs to
enable direct command of three states: up, neutral,
and down. This was achieved by having one MiTE
in each pair actuating from neutral to down and the
other from neutral to up. The arrangement allowed
for high bandwidth actuation and eliminated the need
for a centering mechanism. For the flutter experiment,
bandwidths of up to 40 Hz were achieved without
any damage to the devices, despite extended duration
tests.

1 2

3

1 2

3

(a) Parts. (b) Assembled.

Fig. 1 Vertically sliding MiTE.

Fig. 2 Bucket type MiTE device.

2.2 Bucket Type MiTE

Two variants of the second type of MiTE device were
utilized for the flight experiment. The first variant
was configured into pairs, as with the vertically slid-
ing MiTE, accomplishing four states. Two copies of
the first type of device are shown side by side in Fig-
ure 2. The device consisted of two portions: a housing
shown in yellow, and a moveable arm shown in green.
The housing contained two DC motors for actuating
the arm, which then influenced the aerodynamic flow.
The arm ends were mounted directly to motor shafts,
which were then driven in tandem to move the arm.
Stops built into the housing constrained the allowable
movement in a variety of combinations: movement
from full up to full down, movement from neutral to
down, or movement from neutral to up. The near de-
vice in Figure 2 is shown in the neutral position while
the far device is in the up position.

The second variant of the bucket type design was
capable of actuating to three distinct states: up, neu-
tral, and down. The device remained simple, easy
to manufacture, and highly reliable. The design con-
sisted of two brackets each driven by DC motors lo-
cated on each side of the housing. Each bracket can
move to two positions, again limited by the geometry
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Fig. 3 Complete module including MiTEs and sup-
porting electronics.

of the housing. The combination of these two posi-
tions allowed all three states of the arm to be com-
manded.

All components of both variants were manufac-
tured using stereo-lithography to tolerances of 0.025
inches. The low required manufacturing tolerance
was one of the advantages of the bucket type specific
designs.

2.3 Supporting Electronics

Supporting electronics were developed to supply
power to the devices, measure responses, implement
control logic, and meet communication requirements.
The goal was to develop supporting electronics that
could fit into a space comparable in size to the de-
vices themselves. This goal minimized the overall
size of the modules in the control architecture, an es-
pecially critical requirement for the flight experiment.
The core logic was built around the Microchip PIC
family of microcontroller products.

For the second experiment the size and perfor-
mance goals for the electronics were achieved as
shown in Figure 3. Each module is comprised of two
MiTE effectors, supporting logic and power condi-
tioning circuitry, and an interface with a local sen-
sor. The complete module measures 8.5 inches in
length and 1.75 inches in depth. A bus interface pro-
vided two-wire communications and two types of raw
power, one at 7.4 volts for the circuitry, the other at
3.7 volts for the DC motors that actuated the MiTEs.
A microcontroller then provided the control logic to
command several motor drivers that provided the ac-
tual voltage to the DC motors. Circuit design and
manufacture of the supporting electronics were com-
pleted during the development of the flight experi-
ment.

3 Flutter Suppression Experiment

3.1 General Description

To demonstrate the ability of the MiTEs to sup-
press aeroelastic instability and to illustrate novel ap-
proaches to control design, an experimental model
was developed and equipped with sensors and MiTE
actuators. An analytical model was developed in con-
junction with the experimental model and used to val-
idate the aerodynamic model of the MiTEs and de-
velop controllers. The experimental model was de-
signed to satisfy the flutter speed and frequency con-
straints of the MiTEs and of the wind tunnel facility.
The design goal was a flutter frequency less than 5 Hz
and a flutter speed of 15 m/s.

The primary structure of the experimental model
was a laminated flat plate composed of 16 plies of
wet-layup fiberglass fabric. The design was com-
pleted using the analytical model and consisted of
varying the number of plies and the stacking sequence
to obtain the desired flutter behavior. The final lami-
nation sequence ensured the flutter mode was a com-
bination of first bending/first torsion while also meet-
ing the flutter speed and frequency goals. The mount-
ing bracket for the model was manufactured to press-
fit against the laminated plate, allowing the sweep to
be varied. The variable sweep was used to separate
the divergence and flutter modes, with the final con-
figuration consisting of 5 degrees aft sweep.

Three sensors were placed on the laminated plate
for measuring the response: a rate gyro, an accelerom-
eter mounted midspan, and an accelerometer located
near the wing tip. The locations of the MiTE ac-
tuators and sensors are shown schematically in Fig-
ure 4. An aerodynamic covering consisting of hot-
wired EPP foam sections was also added to the upper
portion of the model. Small gaps were cut between the
sections of foam to avoid adding any torsional stiff-
ness that would adversely affect the flutter character-
istics. Figure 4(b) shows the final experimental model
with MiTE actuators, sensors and foam covering.

Electronics were developed to process the sensor
outputs, command the MiTE actuators, and archive
the data. The microcontroller digitized the sensor
readings, commanded the MiTEs, and transmitted all
data to a PC through a RS-232 serial connection. The
command and sensing cycle was limited to 122 Hz to
allow sufficient time to transmit the serial data. The
small size and low power consumption were obtained
at the expense of the limited computational capability
of the microcontroller. For this experiment, the com-
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Fig. 4 Aeroservoelastic experimental model.

putational capability was limited to integer math oper-
ations. As a result, a critical element of the controller
designs was the complexity of the logic.

3.2 Open-Loop Testing

To obtain confidence in the analytical model for con-
trol synthesis, system identification tests were per-
formed with the MiTEs commanded in a pseudo-
random binary sequence [17]. Figure 5 shows the
power spectra of the measured and predicted response
at 14 m/s flow speed. The upper graph compares the
rate gyro response, the middle compares the tip accel-
eration, and the lower shows the input. Good agree-
ment was obtained at frequencies through 30 Hz. At
higher frequencies, the accelerations differed, which
was expected since only the first three modes were
considered in the analytical model.

The sensor noise and disturbances were also char-
acterized during open-loop testing. The sensor noise
was modeled as Gaussian with zero mean and with
the standard deviation obtained from test. The distur-
bance was modeled as a Gaussian control input with
zero mean. A root mean square magnitude of 0.25
resulted in good agreement with the experiment.

The extensive open-loop testing confirmed that
the analytical model can accurately predict the be-
havior of the experimental model. The testing also
confirmed the modeling assumptions made for the
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Fig. 5 Comparison of power spectra at 14 m/s flow speed.

MiTEs. The test verified analytical model was then
used to perform controller synthesis to stabilize the
system at flow speeds above the critical flutter speed.

3.3 Controller Synthesis

Pioneered for applications to Artificial Intelligence
such as learning to play checkers and chess, Rein-
forcement Learning (RL) techniques are now widely
used for developing controllers for general nonlinear,
noisy systems [18]. RL provides a variety of ap-
proaches for control design, one of which is direct pol-
icy search. In this approach the control law is written
in terms of a policy with a number of free parameters
θi . The control synthesis then becomes an optimiza-
tion of a defined objective function, typically a func-
tion of the measured states, with respect to these pa-
rameters. More details on this approach can be found
in Bieniawski [19].

Policies were assumed to follow a threshold func-
tion,

ui =
{

1 θTY ≥ 153

0 otherwise

}
, (1)

where~θ were the parameters governing the policies.
The threshold of 153 provided scaling suitable for im-
plementing the policies within the integer logic of the
experimental software.

The controller design became the following un-
constrained optimization,

min
~θ

Ĝ(π), (2)

subject to the system dynamics.
Optimal policies were determined using the

Nelder-Meade nonlinear simplex [20] to minimize the
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estimated objective function. This optimization ap-
proach was well suited for the current application be-
cause it did not require gradients and performed well
for the low numbers of variables. Optimal policies
were determined using this approach for a variety of
flow speeds and feature sets. The two feature policy,
utilizing the latest rate gyro and tip acceleration mea-
surements, was able to stabilize the system through 18
m/s, and partially at 19 m/s.

3.4 Closed-Loop Testing

Closed loop tests were performed to demonstrate the
MiTE control capability. The experimental model
was mounted in the wind tunnel and the control poli-
cies programmed into the microcontroller. The first
tests involved activating the controller at a flow speed
above the critical speed, and suppressing the system
response. The second tests explored the maximum
controllable speed. These tests began with the con-
troller on at a flow speed near the flutter speed. The
flow speed was then increased until loss of control.

The optimal controller at 18 m/s was cycled at 16
m/s. The response is shown in Figure 6. Evident are
the growth of the response with the controller off, and
the eventual limit cycle due to aerodynamic and struc-
tural nonlinearities. The controller suppressed the re-
sponse within 0.5 seconds with much higher actua-
tion frequency than the simple rate gyro policy. Also
evident is a higher residual acceleration response. A
significant portion of this response was in frequencies
above those considered in the analytical model and re-
sulted primarily from the proximity of the sensor to
the MiTEs.

3.5 Tests to Maximum Controllable Speed

Tests were performed to the maximum controllable
speed using several different policies. Table 1 sum-
marizes the results of these tests. The two feature
controllers were successful at controlling the system
through 19 m/s flow speed, increasing the flutter speed
by 25%.

4 Flight Control Experiment

4.1 General Description of Flight Vehicle

A remotely piloted flight vehicle was developed to
demonstrate the potential of novel distributed flight
control architectures and to explore suitable control
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Fig. 6 Closed loop flutter suppression using MiTEs at
16.0 m/s.

Test Sensor gains Maximum
Rate gyro Tip accel. speed

#1 32 10 19.35
#2 53 14 19.13
#3 23 6 19.13
#4 15 3 19.30

Table 1 Summary of tests to maximum controllable
speed.

synthesis techniques. To enable comparisons, the ve-
hicle can either be configured with four conventional
servo-actuated control surfaces or with a MiTE-based
distributed flight control system. The vehicle was a
six foot span flying wing with 30 degrees of lead-
ing edge sweep. The outboard sections were of con-
stant chord set to 12 inches to accommodate MiTEs
with 2% chord deflected height. The wing skins
were manufactured from balsa core sandwich pan-
els faced with carbon fiber and fiberglass. The ve-
hicle had an electric powerplant composed of an ad-
vanced external rotor brushless motor driving a 10-
by-6 inch propeller drawing current from a three cell
Lithium Polymer battery pack. The vehicle was de-
signed to fly efficiently at an overall lift coefficient of
0.7 achieved with a combination of airfoil selection
and wing washout. The flying weight of the conven-
tional control configuration was 4.4 pounds.

The vehicle was tested in two configurations, free-
flight and mounted to a car. In the latter configuration,
the vehicle was prevented from displacing while being
free to rotate about any axis. In all other respects, such
as power, communication, and data acquisition, the
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configurations were identical. For the car-top testing
the vehicle was mounted at its center of gravity to a
frame that was then attached to a car. This provided a
much more controlled environment for evaluating the
control system. The effects of the mounting on the
vehicle dynamics were considered.

4.2 Distributed Control Architecture

The distributed control architecture is shown schemat-
ically in Figure 7. The key feature of the architec-
ture were the individual “agents” or modules that were
comprised of sensors, actuators, and logic. The pi-
lot commands were received by the central microcon-
troller and then broadcasted to both the logging mi-
crocontroller and the distributed modules. This was
accomplished through a communication and power
bus running the length of the trailing edge. Power
was provided to the distributed modules by central-
ized batteries, although the power supply could also
be distributed through the airframe. The bus pro-
vided eight possible positions for the modules, includ-
ing three positions in each outboard wing and two in
the centerbody. A unique feature of the architecture
was modularity: this allowed all the modules to be
interchanged and supported “hot-plugging” between
the different positions. Although the flight vehicle
was relatively small, the architecture and hardware de-
veloped for this experiment can easily be scaled to a
much larger vehicle with little modification.

A close-up view of a module mounted in one of
the centerbody positions is shown in Figure 8. A de-
tailed description of the modules, including the MiTE
actuators and supporting electronics, is provided in
Section 2.3. Each module was comprised of two
MiTE effectors, supporting logic and power condi-
tioning circuitry, and an interface with a local sen-
sor. The MiTE devices were manufactured to con-
form to the trailing edge shape, leaving a clean aero-
dynamic surface when not actuated. The logic con-
sisted of a microcontroller that combined the broad-
casted pilot commands with the locally sensed data
and commanded the positions of the MiTEs. For the
closed-loop experiments described later, the local sen-
sors consisted of single axis accelerometers although
other sensors, such as pressure sensors, could be used
for different applications.

Pilot
Commands

Actuator

Local Sensors

Agent Controller Single Agent

Global
Sensors

Central 
Electronics

Fig. 7 Distributed flight control architecture.

Fig. 8 MiTE based “agent” in flight configuration.
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Fig. 9 Corrected comparison of longitudinal responses.

4.3 Open Loop Tests

Tests were performed to characterize the influence of
the MiTEs and to validate the analytical models. A se-
ries of aileron and elevator doublets were completed
with the vehicle in the captive car configuration and
free-flight. The captive tests were completed using
conventional servo-actuators and the MiTE based dis-
tributed control architecture. The tests verified the
operation of the distributed control architecture and
the data acquisition and logging system. The results
also confirmed the influence of the MiTEs on the ve-
hicle dynamics and their ability to generate sufficient
control forces. Open loop free-flight tests utilized
conventional actuators to validate the flight dynamic
model. The resulting validated car-top and free-flight
dynamic models were used during the controller syn-
thesis. An example of the comparison is shown in Fig-
ure 9 for the longitudinal doublet. The data has been
corrected for differences in the configuration.

Tests were performed to confirm the free flight dy-
namics of the vehicle. A series of aileron and elevator
doublets were completed with the conventional servo-
actuated control surfaces installed. Flight speeds were
typically 11-12 m/s. The resulting data were used
to validate the predictions from the analytical model.
This validated model was then used for the synthesis
of gust load alleviation controllers. Similar compar-
isons were also obtained for the lateral model.

4.4 Controller Designs

Two controllers were designed for the flight vehi-
cle equipped with the distributed, MiTE-based, flight

control system. Both designs were accomplished us-
ing the Probability Collectives approach described in
Bieniawski [19]. The first controller augmented the
stability of the complete vehicle in the car-top con-
figuration. The second alleviated the longitudinal re-
sponse to random vertical gusts.

4.4.1 Stability Augmentation

The objective of the first controller was to stabilize the
combined vehicle lateral and longitudinal dynamics in
the captive car configuration. The challenge with this
controller design was to determine the optimal alloca-
tion of the nonlinear effectors to accomplish the objec-
tive. A typical linear controller design for this applica-
tion would separate the modes, determine the optimal
controller for each, and then linearly superimpose the
control input. This type of controller would also likely
require extensive communication between the various
modules. In the approach taken here, each module de-
termined its action based solely on its locally sensed
vertical velocity. Through the control synthesis pro-
cess, the allocation was determined without explicit
coordination, while accounting for the nonlinearity of
the effectors.

The control system is shown schematically in Fig-
ure 10. Each modulei located in the outboard sections
of the flight vehicle utilized the locally sensed vertical
velocity yi to accomplish the objective. In practice,
this measurement could be obtained in several ways.
One possibility is to integrate and filter the locally
measured vertical accelerations. This approach was
successfully implemented in the hardware and used
in the closed loop testing described later. Alterna-
tively, angular rate data from the Inertial Measurement
Unit (IMU) could be broadcast, along with the pilot
commands already provided, to each controller. With
knowledge of their locations relative to the IMU, the
controllers could compute their local vertical velocity.

The control input for each agenti, ui , was given
by a threshold policy parameterized by a weightθi ,

ui =





+1 θT
i yi ≥ 1

+0.5 0.5≤ θT
i yi < 1

0 otherwise

−0.5 −0.5≥ θT
i yi > −1

−1 θT
i yi ≤ −1





The five possible commands resulted from combina-
tions of the two MiTEs present in each module. The
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Fig. 10 Definitions for distributed stability augmen-
tation controller.

command ofui = +1 actuated both MiTEs within
module i down while a command of +0.5 actuated
only one down. The model assumed that the control
input was independent of the MiTE that was actuated
in the module.

The objective function was given by,

G(~θ) =
T

∑
k=1

6

∑
i=1

[yi(k)]2 (3)

where theyi at each time stepk were obtained by sim-
ulating the discrete time vehicle equations of motion.
A time horizon ofT = 5 seconds was considered for
each simulation.

The resulting optimization had six total variables
and was performed in a distributed manner using the
Probability Collectives approach [19]. Figure 11 com-
pares the open loop and closed loop time histories for
the vehicle angular rates. The controller dramatically
decreased the initial pitch and roll responses and also
decreased the yaw response. Note that the objective
function, through the local vertical velocities, only in-
cluded the roll and pitch rates. No explicit effort was
therefore made to minimize the yaw rate. The reduc-
tion seen in Figure 11 resulted from coupling between
the rates within the lateral oscillation mode.

4.4.2 Gust Alleviation

A second controller utilized the MiTE based dis-
tributed control system to minimize the longitudinal
response, in flight, to random vertical gusts. The Prob-
ability Collectives approach was used to synthesize
nonlinear, distributed controllers that were robust to
the disturbances.

The control system is shown schematically in Fig-
ure 12. Since only the longitudinal response was
considered, symmetry was enforced between the con-
trollers on opposite wings. Two combinations of local
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Fig. 12 Definitions for gust load alleviation controller.

measurementsyi were considered. First, each mod-
ule i utilized the locally sensed vertical velocity to ac-
complish the objective. Second, each module utilized
the local vertical velocity and acceleration to accom-
plish the objective. A variety of other possible mea-
surements, such as changes in the local pressure, may
also be effective for this type of controller. As men-
tioned during the description of the stability augmen-
tation controller, the vertical velocity may be obtained
through a variety of means. The details of obtaining
these measurements, and the possible associated lags
and uncertainties, were not considered in this work.

The objective function was given by,

G(~θ) =
T

∑
k=1

[∆RBM(k)]2 (4)

where ∆RBM was the increment to the root bend-
ing moment relative to steady level flight. This was
modeled as a linear combination of the vehicle states
and control inputs with coefficients obtained from the
aerodynamic model. The gust dynamics were simu-
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lated using the Dryden turbulence model [21]. A tur-
bulence intensity ofσw = 1.0 m/s was specified. The
objective was evaluated by simulating the dynamic
model over the time horizon with the control policies
defined by Eqn. 4.4.1 and the parameter weights~θi .
For this controller, the weight vector for each mod-
ule consisted of either one or two elements, depending
upon the number of measurements used.

A second set of distributed controllers was de-
signed utilizing the local vertical velocities and accel-
erations. With these measurements, the control objec-
tive was essentially to determine the optimal switch-
ing line within the local phase space of each mod-
ule. The objective was therefore a generalization of
bang-off-bang controllers often used for attitude con-
trol of spacecraft [22]. The goal with the controller
was to further improve the performance by reducing
high frequency input resulting from excessive switch-
ing. The first four variables specified the angle, in de-
grees, of the switching line in phase space within the
range[0,360]. The second four variables specified the
width of the deadband on either side of the switching
line. The allowable range was[0,50].

The optimal policies of the two types of con-
trollers are compared in Figure 13. The control was
primarily accomplished in both cases by modules 1, 3,
and 4. The latter two acted typically in opposition to
the first. Also note the relative angles of the switching
lines. For module 4, the switching lines of the differ-
ent controllers were almost orthogonal. The deadband
for the velocity only controller was much smaller to
correct for the difference in angle. This also likely re-
sulted in excessive chatter, contributing to the higher
frequency response.

The performance of the controllers was evaluated
over an extended simulation of 5000 seconds. The
best variants of both controllers are compared with the
open loop in Figure 14. The upper curves compare
the power spectra of the increment in the root bending
moment. The lower curves then compare the running
root mean square amplitude. The controllers signifi-
cantly reduced the increments to the root bending mo-
ment at low frequency and slightly increased them at
frequencies above 2 Hz. The increase was associated
with the high frequency actuation of controller. The
use of local acceleration, in addition to the local ve-
locity, improved the performance over the complete
range of frequencies. At the lower frequencies, the
root bending moment was reduced by almost two or-
ders of magnitude compared with the open loop. The
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Fig. 13 Comparison of policies for the gust alleviation
controllers.

root mean square responses were reduced by a fac-
tor of 2.9 and 5.5 by the four and eight variable con-
trollers, respectively.

4.5 Closed Loop Tests

In the experiments, the two outboard modules were
provided with local vertical accelerations. These were
integrated and filtered by the microcontrollers within
the modules to provide vertical velocities. A single
gain value ofθ = 1.75 was applied to the local veloc-
ities. If the combined value exceeded a threshold of
one or minus one, both MiTEs belonging to the agent
were actuated in unison up or down, respectively. This
was a simplified version of the policy used for the con-
troller designs. Table 2 provides a comparison of the
performance with the distributed controllers on and
off. Listed are the root mean square values for the
flight vehicle angular rates. A significant decrease in
the response of the lateral mode was obtained, while
the response of the longitudinal mode was increased
slightly. These results are preliminary since many fac-
tors associated with the testing were not taken into ac-
count, including the source, magnitude, and consis-
tency of the disturbances. While further testing is re-
quired to provide a more comprehensive comparison,
the initial results are promising.
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Fig. 14 Performance of the gust load alleviation con-
trollers.

Root mean square responses, deg/sec
Pitch rate Roll rate Yaw rate

Open loop 11.4 22.9 10.5
Closed loop 11.6 18.4 7.5
Difference +2% -20% -29%

Table 2 Test results with distributed stability augmen-
tation system.

4.6 Summary

A flight vehicle was developed with a distributed con-
trol architecture based upon Miniature Trailing Edge
Effectors (MiTEs). Results of open-loop testing con-
firmed the influence of the MiTEs on the rigid body
dynamics. Forces sufficient to perform primary flight
control were generated. Open loop tests validated
the analytical models subsequently used for control
synthesis. Two types of controllers, one for stability
augmentation and one for gust load alleviation, were
developed for the flight vehicle. The resulting con-
trollers illustrated the potential of a distributed archi-
tecture. The distributed stability augmentation con-
troller coupled the lateral and longitudinal dynamics
to reduce the response, compared with open loop, by
85%. Considering only the longitudinal dynamics, the
gust load alleviation controller reduced the root mean
square response to a random gust field by 78% com-
pared with open loop. Results of initial closed loop
tests with a simplified distributed stability augmenta-
tion system were also provided. A reduction in the
lateral response of nearly 30% was observed.

5 Conclusions

Control of the flexible and rigid body modes of flight
vehicles using MiTEs has been demonstrated through
two separate experiments. The first experiment result-
ing in a 25% increase in the flutter speed of an exper-
imental wing. The second demonstrated a flight con-
trol architecture based upon the MiTEs and illustrated
distributed stability augmentation and gust load alle-
viation. The MiTEs and an associated control archi-
tecture offer the potential for significantly improving
the performance of flight vehicle through their high
bandwidth, distributed placement, and robustness.
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