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Abstract

This paper describes part of an investigation
into the use of Normal Form Theory to predict
and characterise Limit Cycle Oscillations
(LCO) in non-linear aeroelastic systems.
Sarting with the coupled aeroelastic integro-
differential equations of a system with non-
linearities, it is shown how to reduce the order
of the system and then compute the normal
forms using a class of the period-averaging
method. The stability of the LCO can then be
characterised by considering the behaviour
around the linear flutter condition. Such an
approach does away with the need for
numerical simulation of the system. The
methodology is demonstrated upon a simple
two-degrees-of-freedom aeroelastic wing model
with cubic dtiffness. A good agreement is
obtained between analytical and simulation
results.

1 Introduction

It is usual for the aeroelastic behaviour and
flutter clearance to be made assuming linear
aerodynamics and linear aircraft structure.
However, the influence of non-linearities on
modern aircraft is becoming increasingly
important [1] and the requirement for more
accurate predictive tools grows stronger. These
non-linearities can be due to structural (free-
play, backlash, cubic stiffness), aerodynamic
(moving shocks and transonic effects) or control
(time delays, control laws) phenomena.
Vibration behaviour such as Limit Cycle
Oscillations (LCO) can only occur in non-linear
systems [2,3]. Consequently, it is not possible
to predict LCO using a purely linear analysis.
Moreover, linear anaysis is becoming less
feasible. LCO has become an important research

topic over the last few years, athough such
problems have been noted since the 1970s.

One area where there is an urgent need for a
predictive capability is in envelope expansion
during flight flutter tests. It is of particular
interest to determine:

* whether an aircraft will experience Limit
Cycle Oscillations and/or Flutter

» whereabouts in the flight envelope LCO
phenomenawill occur

» the precise nature of the LCO.

Although not desirable, LCO is essentially
a fatigue problem, whereas flutter is usually
catastrophic and must be avoided at al costs.
An accurate LCO/flutter prediction capability
would reduce significantly the amount of flights
required in any flight clearance test programme
with current costs being estimated at around
$70k per test flight.

There has been much work in recent years
[2-4] devoted towards the characterisation of
non-linear aeroelastic behaviour, including
LCO. This work has primarily consisted of
simulating the response of the aeroelastic
system through numerical integration, although
there are a few known instances of experimental
verification [5]. Some effort has employed
techniques such as the Harmonic Balance
method to address the problem. However, due to
the assumptions made in modelling the non-
linearity, the method does not produce accurate
estimates of the LCO behaviour.

Much effort has been devoted [6,7] to
improving unsteady CFD modelling alied to the
coupling of the aerodynamic and structural
grids. Significant headway has been made
towards solving the problem, particularly in the
Transonic region. However, there are still major
problems inherent due to the enormous
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computational resources required for even the
simplest cases. A number of mathematical
techniques exist in the non-linear dynamics
community that enables the stability boundaries
of a defined non-linear system to be computed
and the possible instabilities characterised. In
this paper, Norma Form theory [8] has been
implemented in such a way that it can be used
on non-linear non-autonomous aeroelastic
systems and to include the effects of unsteady
aerodynamics. It should be noted that only
cases where the non-linearities are continuous
are considered.

Such an approach does away with the need
for extensive computational simulations.
However, the methodology is not seen as
replacement for extensive CFD modelling, but
as a guide to determine which parts of the flight
envelope should be investigated using
sophisticated CFD methods. Thiswork is part of
a research programme aimed at developing a
complete modelling and predictive capability
for non-linear aircraft.

The methodology of the proposed approach
is described and then demonstrated upon a
simple binary aeroelastic system with structural
non-linearities. Comparison is made between
the analytical and numerical integration results.

2 Governing Aeroelastic Equations

Consider a two-degree-of-freedom aerofail
oscillating in pitch and plunge as shown in
Figure 1. The heave deflection is denoted by h,
positive in the downward direction, a is the
pitch angle about the elastic axis, positive with
the nose up. The elastic axis is located at a
distance a,b from the mid-chord while the mass
centre is located at a distance x,b from the
elastic axis. Both distances are positive when
measured towards the trailing edge of the
aerofoil. The integro-differential aeroelastic
equations of motion have been derived by Fung
[9], and used here in non-dimensional form. The
equations including structural non-linearities
with incompressible fluid at speed U are written
as
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where é=h/b is the non-dimensional
displacement and the prime superscript denotes
differentiation with respect to the non-
dimensional time 1 which is defined as =U.t/b.
U is a non-dimensional velocity defined as
U =U/bw,, and @ isgiven by @ =w, /w,,
where ws and w, are the uncoupled heaving and
pitching modes natural frequencies,
respectively. {s and {, are the damping ratios,
rq isthe ratio of gyration about the elastic axis.
G(¢) and M(a) are functions of the non-linear
heave and pitch stiffness terms, respectively.
C(r) and Cy(r) are the lift and pitching
moment  coefficients,  respectively.  For
incompressible flow, the expressions for C (1)
and Cy(nare[9]
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where the Wagner function ¢(1) is given by

(p(r) = 1—lexp(— slr)—szxp(— slr) ©)]
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with constants ¢;=0.165, (»=0.335, £&=0.0455,
and £=0.3. P(1) and Q(7) are the externally
applied forces and moments, respectively.
Having applied the Wagner function, the
integro-differential equation (1) can be rewritten
in a general form containing only differential
operators using the following transformation

w = [ Expl- e, (r - o)) (o)do
w, = EBl-e, (- oo Jior
o = B0l 6 - )eloo
I A

from which the system (1) can be rewritten as

(4)

coé" + clor” + 026' + c3or’ + 045 +Cg0 +CgWy +

cC_w_+c w_+c w + g5+6({):f(r)
72 83 94 % )

doé" + dla" + d2a’ + dsa + d4é’ + d5<$ + d6Wl +

1
d7w2 + d8W3 + d9w4 + ﬁfga +M (a) = g(r)

The coefficients ¢, €1, ...,C9,dq,..., d9 are
given in the appendix A. f(1) and g(7) are
functions depending on initial conditions,
Wagner function and the external forces, and
are given by

t()= %% -ay, %(0) . E(o)%lglap[_ ex] +E

2f 2EXP[‘ € 2T]
P(T)b
muU 2 ©

o)) . <0)

2 )t —5>

2ry mU "1y
By introducing a variable  vector
X = (X, X,,...,%; )" defined as
Xl:a’ X2:d', X3:E, X4:é'
(7)

Xg =W, Xg =Wy, X7 =Wz, Xg =Wy

The coupled equations given in (5) can
now be written as a set of eight first order
ordinary differential equations X'= f(X,7)
such that

K, = (— CqH + dlp)/(docl - Codl) (8)

%5 =X "%
X6 = X1 ~€2%6
[K7 = x3 —£1%7

%8 =X37 &%
where
P =cCoXyq T CgXy +CyXg tCoX +CXg + CyXg +
CgX7 * Co*g +G(X3)‘ () 9
H = doXy +dgxq +dyXy +dgXg +dgxg +dyXg + ( )
dgxy +dgxg +M(x;)- or)

Equation (8) can be integrated numerically
using Runge-Kutta method once the initial

conditions a(0),a'(0),£(0),&'(0) are given. In
this paper, the structural nonlinearities are
represented by cubic functions G(¢) and M(a)

G(€)=B5%§53
(o)~ o o2
YR

where B¢ and 3, are constants.

(10)

3 Averaging Method

As with norma form transformations, the
averaging method [10] uses a near identity co-
ordinate transformations to simplify a given
system of ordinary differential equations. The
classical normal form transformation applies to
autonomous systems while the averaging
method applies to non-autonomous systems.
The autonomous differential equations can also
be transformed into a non-autonomous Ssystem
using the method developed by Leung and then
analysed using the averaging method outlined
here and discussed in detail in [10].

Consider the non-autonomous differential
eguations

X' = sh(X,r,s), x ORP, |g| <<1 (12)
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where the function h(X,7,€)is a T-periodic

vector field. Using the non-autonomous T-
periodic transformation of the form

~aefu () (12)

then the resulting averaged equation has terms
autonomous up to O(€X) and can be expressed as

n':sﬁl(n)+szﬁz(n) +skﬁk(r7)+sk+lR(r7,r,£)
(13)

The non-autonomous part is truncated and the
remaining system of equationsis analysed. By
using an asymptotic theory, it can be shown that
the solution of the final system approximates the
solution for the original system (11).

X =n +£Ul(n,r)+ £2U2(n,r)+

4 Non-linear Analysis

One approach to analyse the stability of non-
linear system is to use normal form theory [8].
The non-linear system (8) can be rewritten as

X' = AX +G(X,T) 14

where A is a constant 8x8 matrix of which all
eigenvalues have non-zero rea parts. The term

AX and G(X,1) represent the linear and non-
linear parts of the system. This system is further
extended to analyse bifurcation behaviour of the
aeroel astic system using the system parameter &
defined as

d=1- (15)

C
C\|l_\

where U, is constant and equa to the linear
flutter speed. By substituting the expression for
U given in (15) into equation (14), the
aeroglastic system of equation (8) can be
rewritten as

Yoo peshobesthe) g

The matrix A is an 8x8 Jacobian matrix
evaluated a the equilibrium point and
bifurcation value (i.e. 4 =0). The matrix A has
one pair of purey imaginary eigenvalue
A, =*iw, one pair of complex eigenvalue with
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negative real part, A;, =bzxic, and four

negative real eigenvalues A ,Ag,A;,A;. The
second and third terms in (16) are non-linear
functions of 4, X and 1. Expressions for the
matrices A and B are given in appendix B. The
non-linear part of the system (16) represented
by F(X,1) isgiven by

F(x):(o, f,0, f4,0,0,0, o) (17)

where

f = ilcoMm (Xl)_ doG(Xs)J‘ ilega(r)-do t ()}
fa = ‘(j &M (Xl)_)dle(XB)] +ileyol)- oyt G (28)

and the coefficients in (18) are given in
appendix A.

To apply normal form theory using the
averaging method, the system (16) is first
transformed into its modal canonical form. A
transformation matrix Q is obtained from the
eigenspace of A, such that

El]l 0 |:| DO wD
1=Q Q- H 5,8 17 Bo of
(b ¢ U
D—c b [l
0 /\ 0 (19
3,=0 > O
[ 4 O
O Ay 0O
H =
Introducing a new variable, Y, such that
Y =Q_1-X :(yl,yz,...,yB)T (20)
the system (16) becomes
|](—JY+( Q)Y (I‘ }3 QYT (21)

5 =0

The dynamic response of the system (21),
which is a 9-dimensional system, can be
investigated through a two-dimensional system
obtained from the following reduction
technique.

464.4



PREDICTION OF NONLINEAR AEROELASTIC INSTABILITIES

5. Liapunov-Schmidt Reduction Technique

The approach based upon the Liapunov-Schmidt
reduction technique reduces a multi degree of
freedom dynamica system into a two
dimensional matrix system corresponding to its
critical mode. Thus, higher order normal forms
can be obtained for the reduced system.

37 of 2=l v, ol 22)
W:[Vs Y4 Y5 Y6 Y7 ys]

The system (21) can be split into two systems
such that

' =352 +F, (zw)
%/v' =3,W + Ry (W)

where the first equation in (23) corresponds to
the critical mode and F,, F, are non-linear

functions of Z and W starting from the second
order terms. The first order terms have already
been included in the first part associated with Z
and W. Since a solution near the origin
Y=(0,0,0,0,0,0,0,0) is sought, if an approximate
function W = H(Z) can be found near the origin
such that

W'=D_H(Z)Z'=D_H(2)[I3Z +Fz (Z,H(2))]

(23)

(24)
=1, H@)+Ry (Z,H@)

isvalid, then only the first equation in (23) will
be needed for the non-linear anaysis. In the
above relation, the matrix DMH(Z) is the
Jacobian matrix of H(Z). The function H(Z) can
be approximated by any order function as
defined in [11,12]. Here, a second order
function is used for which a set of 30 algebraic
equation of unknown coefficients were obtained
and solved using Mathematica.

6. Test Cases

In order to illustrate the applicability and
accuracy of the above approach, two test cases
[13] were considered with non-linear terms

. (1) BE =0, Ba =3

- (2 Bg =01 Pg =40 (23)

In both cases, the analytical predictions were
compared with solutions obtained by using the
Runge-Kutta numerical time integration for the
full system (16). Since the free vibration of the
aeroelastic system was sought, the external
forces were assumed to be zero, i.e
P(1)=Q(7)=0. The following numerical values
are used for the aerofoil geometry and
characteristics

ap, =1/2, p =100, xg =1/4,

_ (26)
ZE ={q =0, rg =1/2, w =02

The linear flutter speed of U, =0.628509 and

frequency  =0.084 are obtained for @ =0.2
using the method developed in [14].

7. Results and Discussion

Applying the above procedure, the system (21)
is approximated with a set of two reduced
differential equations for each test case:

e Test case 1 with cubic non-linear term in
pitch

[y, = 7.40864dz, - 3704325 ° 7, - 0.0139097; +

[0.013909 5°7; + 0125303 57, - 006265175 ° 2, -

0 2 2.2
50.001840721 z, + 000184076~z z, -
@.00008119842123 + 0.00008119846 22123 -

5.19397 x1070 zg +1.19397x10 °5 Zzg
3

. 2
[Eo = 3.13409521 -1.567050 z1-0.00536741z¢ +

50.00536741522f + 01119825 7., - 0.05599115 7, -

B 0.000710316227., +0.0007103165 222 7., -

B 0.0003133417, 73 +0.0003133415 22,75 -

H 460746 x10™/ zg +4,60746x107' 5 Zzg

(27)
e Test case 2 with cubic non-linear terms in
both pitch and heave
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[V, = 7.40864dz, - 3704325 ° 2, - 0185086 25 +

(0185086 5°7; + 0125303 57, - 0.06265175° 7, -
U

2 2.2
ED.0242879 2y zyp + 00242879 o 212y -
[P.00102374 leg +0.00102374 & 22123 -

%.000011378822 + 0.0000113788 & 222
3

H 2
[7» = 3.1340057; -1.567055 2, - 0.07151752; +
%)07151755 7] +0.1119825 2, - -0.05599115 > Z,-

B 00004376722 7., +0.000437675 227 , -
0 0.0004101007,73 + 0.0004101095 %7, 7 -
U

E 5.5513 x10 622 +5.5513 %10 65222

(28)

Having applied the averaging method for
computation of the normal forms up to third
order terms, the following normal form solution
in the polar co-ordinate system is obtained as

e Testcasel
(-00053151 3 + 3760311rd - 188016 rd> [
] ]
ﬁrﬁ O 0005315r 242 %
o0 [o. 001786161 2 + 150439 d - 0.752199150° + 0
H 000178616  2d> H
(29)

e Testcase?
Doo7o717r + 3760311rd- 188016 rd°> + B
Epﬁ D 0070717r 24 E
0. 0238312 + 15043935d - 0.75219915d° + B
E 002383011 2d° E
(30)

The steady state solution for the amplitude of
the limit cycles in the transformed domain can
be obtained by letting the limit cycle amplitude
velocity in equation (29) and (30) be zero. This
leads to the expressions

e Testcasel
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(5) J/5(- 3.760311 + 1.880156 5)
r = v ‘

(31)
\/ ( 0.00531499 + 0.00531499 5 > )
e Testcase?2
)- JJ5(- 3.760311+ 1.880156 5) (32)

WL ooror17 + 0070717 52

which is a genera function based upon the
bifurcation parameter d. The frequency of the
limit cyclesis also determined as

e Testcasel

- (000178621 % + 15043085 []
@ co =@ 5 , » 0 (33)
7521001502 + 000178621 2a?) [

e Testcase?2

- (-002383r 2 + 150439354 - B 3
w = w
Lo LH).75219915d2 + 0.0238301r2d2)H
wherer in (33) and (34) is substituted from (31)
and (32), respectively. 1 =0.084 is the linear
flutter frequency. The amplitude and frequency
of limit cycles are shown in the figure (2) and
(3), respectively, for the cases 1 and 2. The time
response and the shape of limit cycles at 6=0.06
areillustrated in figure (4) and (5), respectively,
for the cases 1 and 2. A near perfect match
between analytical and numerical results is
obtained for both cases.

Note that the expression for the LCO
amplitude and frequency is obtained directly
from the anaysis, unlike previous work [13]
where several approximations have to be used in
order to obtan the amplitude-frequency
relationship.

8. Conclusions

A non-linear aeroelastic system in functional
differential form has been investigated for
computation of limit cycle oscillations. The
normal form computations were carried out for
a general non-autonomous system using the
averaging method. This is advantageous
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compared with other classical methods such as
centre manifold theory [13] which only consider
autonomous systems.

Since this class of averaging method is best
employed for single degree of freedom (SDOF)
systems, an approach based upon Liapunov-
Schmidt method is used to reduce any large
system into its critical SDOF blocks.

The approach is able to predict the
amplitude and frequency of LCO for systems
with  continuous  non-linearities.  Good
agreement was found between the analytical
predictions and results from numerical
integration.

Research is continuing with the application
of the methodology to higher order systems and
systems containing non-linear aerodynamics
and discontinuous non-linearities.
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Figure 1. Aerofoil geometry for two degrees of freedom motion.
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Figure 2. Amplitude and frequency of limit cycle oscillations for test case 1 with cubic nonlinearity
in pitch motion.
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Figure 3. Amplitude and frequency of limit cycle oscillations for test case 2 with cubic nonlinearity
in both pitch and heave motion.
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Time-History Response for the Fung Wing Model Limit Cycle Oscillations for the Fung Wing Model (delta=0.06)
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Figure 4. Time response and shape of limit cycle oscillations for test case 1 with cubic nonlinearity

in pitch motion at 6=0.06.

Time-History Response for the fng Wing Model Limit Cycle Oscillations for the Fung Wing Model (delta=0.06)
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Figure 5. Time response and shape of limit cycle oscillations for test case 2 with cubic nonlinearity

in both pitch and heave motion at 6=0.06.

Appendix A
The coefficients of the equation (5) and (8-9) are given as follows
1 _ a ., w2 _1+2(1/2-a, -y, -y
C°_1+H’ C, =X, —Fh, CZ_ZZEiJrE(l_%_wZ)’ C, = ( ';J)( L 2),
2 2
Cs :E( 1€ +‘p252)’ Cs :E[(l_’lﬁ —l,Uz)+(1/2—ah )(liulgl +w2£2)]’
_ 2 _ 2 2 2 2 2
Ce = EW131[1_(1/2_ah)51]! ¢ _EW232[1_(1/2_ah)€2]! Cg = _Ewlel y Gy = _sz‘gw
g =X @ g _  1r8a] 4, = 580 1728, (1+2a,)1-2a, J1-y, -,)
rZ our? 8ur? u* 2ur? 2ur?
d. =- (1+ 2ah)(1_wl _lrU2) _ (1+ 2ah)(l_ 2ah )(wlel +l[l2€2) d =- (1+ 2ah)(1_w1 _QU2)
: ur? 2ur? Lo ur? ’
d. =— (1+ 2a, )(liulgl +w2£2) d. =- (1+ Zah)’ulgl[l_ (1/2_ ah)sl]
’ 2ur} o ur? ’
d. = - (1+ 2ah)ﬂ2£2[1_(1/2_ah)£2] d. = (1+ 2ah)ﬂ1€12 d. = (1+ Zah)ngzz
! ur? L prz 7 ur?
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Appendix B

The matrices A and B in the equation (16) are given by

A AL B, 00
A=Q o B=p. .0
A A 0 0g
where
oo 1 0O 00 oo o0 0O 00O 1 0 0 0O
O O
IA& — %21 a'22 a‘23 a24 |:| A2 — %25 a26 a'27 a‘28 |:| A3 — %‘ O O OB
o 0 O 10 oo o o oO 0 1 o0
0 O 0 O %) 0
Ry Qg Q43 Ayl By Qg Q3 Gyu[] 0 1 0
e O 0 00O oo o0 0 0@
O 0
A =0 0 -& 0 0p B = g)n by by byup
BO 0 -¢g O E] 00 0 o OB
0o 0 0 -&0 %41 b, by buQ

J

J :

J
a,, = j(d,c, -c,d,), a, =-j(d,c -c,d,),
Qs J(deco Cado)1 Qs = _J(d6cl CGdl)
Qg = J(d7Co C7do)’ Qs J(d7C1 _C7d1)
Ay = J(dsco Csdo)i 7 = J(d G- C8d1)
Ay = j(dgcO —cgdo), Qg = J(dgc1 cgdl),

b,,

Dy = jdg0Cor Dy, = jdoCo, —jCady, by =—]jCydy,
by =—JdyC, by =—jdyc, b23 jCipdy, by = jCyd,

where the coefficients c,,d,,...,Cy,d,are given in appendix A and the coefficients
Js Cops Cygs Ay, Aoy a@re defined below.

=
(Cldo - dlco) ’
_ _\H®
2, _L5 Co =0(0 Z’juﬁ’
d, =255 d=6(5-2)3>
UL I:'UL
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