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Abstract

A detailed study of various turbulent flow conditions
over the first Brazilian satellite launcher, the VLS, is de-
scribed. The emphasis of the work is in developing the ca-
pability of accurately simulating realistic rocket flowfields,
wncluding the effects of the body base and of a propulsive
jet, and in understanding the behavior of three turbulence
models i such conditions. The flowfields over the VLS
at zero angle of attack are modeled by the arisymmetric,
thin layer Navier-Stokes equations, and turbulence clo-
sureis obiained with the implementation of three different
eddy viscosity models. A comparison of the characteris-
tics of these models is performed. Accurate solutions for
the transonic and supersonic flight regimes are obiained
with emphasis on the vehicle’s boundary layer behavior.
A study of afterbody flowfields is also included with results
for cases with and without propulsive jets.

Introduction

A substantial amount of work has been devoted to the
development of reliable computational tools for flow sim-
ulation in the context of the aerodynamic and aerother-
modynamic design of the VLS system, the first Brazil-
ian satellite launcher. The VLS is a four-stage vehicle in
which the first stage is composed of four strap-on boosters
around a central core. The vehicle has a hammerhead-
type payload shroud which is a configuration known to
be prone to flow separation during the transonic flight
regime. The experience with similar launchers has shown
that the payload acoustic excitation loads due to the
separated flow condition in the transonic regime can be
as large as those-experienced by the payload at take-
off. Therefore, there is particular importance in having
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Figure 1: Sketch of the VLS system.

a thorough understanding of the vehicle’s forebody flow
condition in this regime. A schematic representation of
the VLS system is presented in Fig. 1. -

Moreover, the complex plume configuration, which ap-
pears for vehicles with such large strap-on boosters, can
have an important effect both in terms of the aerodynam-
ics of the vehicle’s afterbody as well as in terms of base
heating. Hence, the study of the interaction between the
external flow and the plumes from the rocket motor noz-
zles is fundamental for a correct characterization of the
flow in the afterbody region. In the context of the present
work, a fair amount of effort was also dedicated to stan-
dard base flows, i.e., afterbody flows without a propulsive

jet. As a consequence, the issues discussed in the paper

can also be relevant to afterbody flows likely to be en-
countered in standard aeronautical system as well as to
projectile flows, which are also important to the industry.

Although, clearly, there is interest.in studying the flow
over the VLS at angle of attack, the present investigation
concentrated on axisymmetric calculations. These allow
for a far more extensive testing in terms of mesh refine-
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ment and number of different test cases than full 3-D sim-
ulations would with the computational resources available
at this time. Therefore, the flowfields of interested were
modeled by the axisymmetric thin-layer Navier-Stokes
equations[l’ 2,31, The calculations were treated as turbu-
lent in the context of an eddy viscosity turbulence closure
model. The Baldwin and Lomax algebraic model[4], the
Johnson and King half-equation model® and the Bald-
win and Barth one-equation modell® have been used, and
their results compared. The governing equations were
discretized using the standard Beam and Warming im-
plicit approximate factorization algorithm[z 8],' with the
implicit Euler method adopted for the time march and
three-point, second-order central difference approxima-
tions used for the spatial derivatives.

A multiblock capability was implemented into an ex-
isting axisymmetric codel® 101 with the objective of in-
creasing the code’s flexibility in terms of handling more
complex configurations or of obtaining a better distribu-
tion of grid points. It must be emphasized that, for the
present axisymmetric case, the complexity of the geome-
try is not an overwhelming issue as it could be for realistic
3-D cases. Therefore, one could probably deal with the
present problems using a single block grid. However, in
the present context, there was interest in developing tools
that could be used as building blocks to handle even more
complicated configurations in the future. Based on the
previous experience of the group, it seemed that the best
approach would be to use block structured grids. For eas-
iness of implementation, patched multiblock grids have
beerr preferred at the present stage in this development.

The forthcoming sections will briefly describe the the-
oretical formulation and numerical implementation de-
tails. Several case studies are discussed with emphasis
in the forebody flows and, in this context, computational
results which are representative of transonic flight condi-
tions are presented and discussed in detail. The most rel-
evant issues investigated in this case were associated with
a detailed boundary layer behavior description with em-
phasis on the separation caused by shock-boundary layer
interaction. An assessment of the behavior of the three
turbulence models previously mentioned was performed.
Mesh refinement studies were also included in the present
investigation in an attempt to fully validate the computa-
tional capability implemented. Moreover, studies which
assessed the effects of the far field boundary position were
also performed and are described here. The multiblock
extension was initially tested on forebody flow cases for
which results were previously available with a single block
formulation. After this initial validation, the code was ap-
plied to afterbody flow simulation cases, both with and
without the presence of nozzle jets.

Theoretical Formulation

The flowfield over the complete VLS vehicle, even
at zero angle of attack, is certainly three dimensional.
However, the effect of the four strap-on boosters is not
considered in the present work. Thus, the azimuthal-

invariant, Reynolds-averaged, thin-layer Navier-Stokes
equationsll' 2 are employed and, for the case of no body
rotation, they can be written in general curvilinear coor-
dinates as

My, 85
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where Q is the vector of conserved variables, E and F are
the inviscid flux vectors, S is the thin-layer viscous flux
vector, and H is the axisymmetric source term. A suit-
able nondimensionalization!® of the governing equations
has been assumed in order to write Eq. (1). The form"
of the previously defined algebraic vectors can be found,
for instance, in Refs. [3] and [11]. In the previous expres-
sion, M, is the freestream Mach number and Re is the
Reynolds number, which is defined in its usual form as
Re = Poode (2)
Moo
where £ is the reference length, po, is the freestream
density, ¢oo is the magnitude of the freestream velocity
vector, and po, is the molecular viscosity coefficient at
the freestream temperature. Expressions for the required
metric terms and for the Jacobian of the coordinate trans-
formation can be found in Refs. [2] and [11], among other
references.

The correct account for the viscous effects in the
present case involves the implementation of an appropri-
ate turbulence closure model. Three models have been
implemented and were tested in this study, the Bald-
win and Lomax algebraic model[4], the Johnson and King
half-equation model® and the Baldwin and Barth one-
equation modell®l. For a complete description of these
models, the interested reader is referred to the original
references previously cited. It is important to emphasize,
however, that the specific implementation of the Baldwin
and Lomax and the Johnson and King models adopted
here is a straightforward extension to the axisymmet-
ric case of the work described in Ref. [12]. Hence, the
equations for the Baldwin and Lomax model are the ones
widely available in the literature except that, to be consis-
tent with the present nondimensionalization, the expres-
sions for the dimensionless eddy viscosity in the inner and
outer regions, respectively, are written as

— 2
Minner = M, pl |l (3)
and
Re |
Htouter = Mo, K Cep p Fuake Fiiep - 4)

The definition of the various terms is the standard one

for the Baldwin and Lomax modell4. Moreover, the ex-

pressions for the model are implemented in terms of the
dimensionless variables and in general curvilinear coordi-
nates, following the work presented in Ref. [13].

The Baldwin and Barth modell® is a one-equation
model which attempts to avoid the need to compute alge-
braic length scales, without having to resort to more com-
plex two-equation, or k—¢ type models. The model was




Copyright © 1998,

by the International Council of the Aeronautical Sciences (ICAS)

and the American Institute of Aeronautics and Astronautics, Inc.

implemented in the present code precisely as described in
Baldwin and Barth’s original work(®). The extension of
the model for compressible flows was obtained simply by
multiplying the kinematic turbulent viscosity coeflicient
by the local density, as also described in the original refer-
ence. Moreover, the turbulence model equation is solved
separately from the other governing equations in a loosely
coupled fashion. This procedure was adopted in order to
avoid having to modify the flux Jacobian matrices and
the overall structure of the flow solution algorithm which
had been previously 1mplemented[9]

Furthermore, the implementation of both the Baldwin
and Lomax and the Baldwin and Barth models has been
extended for the multiblock case. This extension has not
caused any significant added complexity to the form of
implementing these turbulence models, except that some
additional care should be exercised when computing dis-
tances from a wall in the Baldwin and Lomax case. There
was no attempt to extend the implementation of the
Johnson and King model to the multiblock case because
the present implementation of this model is based upon
the Baldwin and Lomax model and the results obtained
with the latter for the afterbody test cases were not en-
couraging, as the paper will show. Moreover, the major
interest In using the multiblock capability in the present
case was exactly for the simulation of afterbody flows.

Numerical Implementation

The governing equations were discretized in a finite dif-
ference context on a structured quadrilateral mesh which
would conform to the body. The Beam and Warming
implicit approximate factorization schemel”> 81 was used,
with the implicit Euler method selected for the time
march. As usual with the Beam and Warming algorithm,
the spatial derivatives were centrally differenced using
three-point, second-order, finite difference operators. Ar-
tificial dissipation terms were added to the formulation
in order to control nonlinear instabilities.

Spatial and Temporal Discretization

The finite difference equations resulting from the pre-
viously described discretization process can be written as

LeLyAQ" = Re + Ry — NMH” (5)

The various operators are defined as

Le = I+ A0t§A" — ANterJ IVeAd

L, = I+At6,B"— At % Spd M
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In the above, é¢ and §, are central difference operators:
Ve and V, are backward difference operators; and A

and A, are forward difference operators in the &- and »-
directions, respectively. The A; is a forward difference
operator in time given by

—=n+1 —_n

-Q . ()

The inviscid and viscous flux Jacobian matrices A" Bn
and M", which appear in the local linearization process,
are descnbed in detail in Refs. {11] and [14], and their ex-
pressions are not repeated here. The interested reader is
referred to these references for the form of these matrices.

The expressions in Egs. (5) and (6) are indicating that -
the source term was explicitly implemented, i.e., there
is no Jacobian matrix associated with the H vector in-
cluded in the left-hand side operators. Actually, this term
was treated both explicitly and implicitly in the present
work. There were no apparent differences in the stabil-
ity characteristics or the convergence rate of the scheme
which could be attributed to the different treatment of
the source term. Moreover, one should observe that the
discretization of the viscous terms uses the so-called mid-
point operators, indicated by the 8, operator in Eq. (6).
The midpoint operators are used in order to obtain a com-
pact finite difference stencil at each point and to avoid the
need for a different discretization of these terms close to
computational boundaries. For the left-hand side terms,
the use of midpoint operators in the viscous contributions
1s a necessary condition in order to obtain a tridiagonal
linear system and, hence, to obtain a computationally
efficient algorithm.

AQT=0Q

Artificial Dissipation

A central difference approximation is being used in all
spatial discretization operators. Hence, artificial dissipa-
tion terms must be added to the formulation in order
to maintain nonlinear stability. All results reported in
the present work have used Pulliam’s nonlinear artificial
dissipation modell19 for the explicit operators. There-
fore, the right-hand side artificial -dissipation operators
are given by

Ve [(‘71+1,J*]z+1j +0i5J7; )

De,; =
() 2670537 - 2 AVeA T 5T
DTI;,J' = V,, [(Ui,j+1J ij+1 + Uz,]Jz Jl) (8)

((° AT Qg — D ALV, AL T )}

The definition of the various terms which appear in the
above equations is discussed in detail in Refs. [15]-[17].
At points adjacent to the computational boundaries, the

‘fourth-difference terms cannot be evaluated. Hence, the ~

operator used at those points is obtained simply by set-
ting e( J) to zero.

Imphat artificial dissipation terms were implemented
as described in Refs. [16] and [17]. The actual form of the
implicit artificial dissipation terms is already shown in Eq.
(6). Since the full-block Beam and Warming algorithm
is being used in the present case, the computational cost
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Figure 2: Sketch indicating the communication of infor-
mation between grid blocks.

of using left-hand side implicit operators equal to those
used in the explicit side would be prohibitive. In an at-
tempt to maintain some balance between the amount of
implicit and explicit added artificial dissipation, the im-
plicit operator artificial dissipation coefficient is defined
aser =3 (sg? + 65?). Moreover, observe that this def-
inition guarantees that the amount of added implicit ar-
tificial dissipation is never zero.

Multiblock Implementation

As previously discussed, a patched multiblock approach
was adopted in this work. The basic ideas underlying the
present development were that each block should be able
to internally identify the types of boundaries on its four
sides and that each side should consist of one single type
of boundary. Another basic assumption in the develop-
ment was that the solution procedure within each block
should be implemented in a completely independent fash-
lon. Therefore, additional details of a given configuration
could be added on to the simulation simply by creating
new grid blocks that would describe such features.

Each computational block has information of the types
of boundaries in its four sides, and each side of the block
has one single boundary type for all the points along that
side. Therefore, the block is operated on using the al-
gorithm previously described and the boundary condi-
tions indicated for its sides. These block boundary condi-
tions are specified through the input file using flags which
identify the boundary condition type for each block side.
Moreover, the computational meshes are generated such
that there is an overlap of two grid points between ad-
jacent grid blocks, as indicated in Fig. 2. This has the
objective of facilitating the implementation of internal
boundary conditions between blocks at the same time
that it allows the solution of the governing equations at
every internal grid point.

The important aspect is that the present code only ap-
plies the algorithm previously described for interior grid
points. Boundary points are always updated through

boundary conditions. Hence, with the grid overlap ar-
rangement shown in Fig. 2, the block interfaces are per-
ceived by the block currently being operated as bound-
aries with Dirichlet-type boundary conditions. The first
overlapped point is an interior point of the block being
operated. Therefore, the governing equations are solved
at this point. The second overlapped point is the actual
boundary point of the current block, and its property val-
ues are not changed during the current block solution. It
should be noted that this second point is an interior point
for the other block. Its properties are, therefore, updated
through the actual solution of the governing equations -
when the other block is operated on. After the solution
within the block is completed, the information on the first
overlapped point is passed on to the neighboring blocks
such that their boundary information is updated.

Boundary Conditions

For the axisymmetric simulations, the types of bound-
ary conditions that should be considered include: solid
wall, centerline or symmetry, far field, (downstream) exit
plane, jet exit, and block interface boundary conditions.
The latter were already discussed in the previous section.
Wall boundary conditions are obtained by imposing no
slip at the wall, zero normal pressure gradient and by
assuming the wall to be adiabatic. The centerline, both
upstream and downstream of the body, is a singularity of
the coordinate transformation in the axisymmetric case.
Hence, the governing equations are never solved at the
centerline itself. The present approach considers a line of
computational points “on the other side” of the centerline
in order to impose symmetry boundary conditions.

Far field conditions are treated in two different forms.
The initial approach was to simply assume freestream
values specified at this computational boundary. After-
wards, non-reflective boundary conditions!!8! based on
Riemann invariants were used which improved the code’s
convergence characteristics. Downstream conditions are
based on the concept of one-dimensional characteristic
relations!18] in order to determine the number of vari-
ables which should be extrapolated at this boundary. For
a subsonic downstream boundary, the static pressure is
fixed and all other quantities at the boundary are ob-
tained by zero-th order extrapolation of their respective
values in the adjacent interior point. All flow variables
are extrapolated from the adjacent interior point for a su-
personic outflow. The jet boundary conditions follow the
same reasoning based on characteristic relations. From
the point of view of the present computational domain,
the jet is seen as a “supersonic” entrance[]"?], since only

sonic and supersonic jets were considered in this work. .-

Hence, all jet properties are specified at the boundary.

Results and Discussion

This section initially presents results for forebody flows
over the VLS. The emphasis in this case is in the study
of detailed boundary layer behavior and flow separation

. caused by shock-boundary layer interaction at transonic
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Figure 3: Typical computational mesh (156 x 65 points)

flight conditions. Afterwards, results representative o
the multiblock extension are presented for forebody flov
cases. The code is finally applied to afterbody flow sim
ulation cases.

Analysis of Forebody Flows

Of special interest in the present case, previous work
described in Ref. [9] has performed a study of transonic
and supersonic flowfields over the VLS at zero angle of
attack. In that particular case, the primary concern was
the flowfield around the vehicle forebody and the study
had been motivated by the need to obtain boundary layer
thickness information. The computations performed at
that time presented very good agreement with the avail-
able experimental data for the majority of the conditions
analyzed, except that the transonic case at Mo, = 0.90
seemed to converge to the wrong shock position as the
mesh was refined.

The Baldwin and Lomax modell4) was used for the sim-
ulations described in Ref. [9] and, therefore, there was a
need to explore the same flowfields with more sophisti-
cated turbulence models. Some further work reported
in Ref. [10] has concentrated specifically in the transonic
regime and analyzed the My, = 0.90 case in detail. The
study has shown that the results could be significantly
improved with more detailed turbulence models and with
a closer attention to grid smoothness, particularly in the
wall normal direction. In particular, the Johnson and
King[5] and the Baldwin and Barth(®! models were im-
plemented and initially tested in the context of the work
described in Ref. [10]. The work here described further
assessed the behavior of the three turbulence models for
such flows.

The computational grids used in the present work were
generated algebraically, using the four-surface method as
described in Ref. [19]. An example of a typical grid used
is shown in Fig. 3. This particular grid has 156 x 65 mesh
points. Other meshes were generated, typically increasing
the number of grid points in the nominally normal direc-
tion, in order to evaluate mesh convergence of the various
solutions calculated. Studies which attempted to ascer-
tain the effect of the position of the far field boundary
were also performed, and these included computational
domain and mesh extensions, together with the appro-
priate increase in the number of grid points.

The assessment of the predictions of the three turbu-
lence models was performed through comparisons of pres-
sure and eddy viscosity coefficient (1) contours, velocity

-=-——-Baldwin - Lomax
wb Johnson - King
—Baldwin - Barth
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Figure 4: Comparison of pressure coefficient distribu-
tions obtained with different turbulence closure models
for freestream Mach number M., = 0.85 and Re = 20
million.

Figure 5: [Eddy viscosity coefficient contours for
freestream Mach number M., = 0.85 obtained with the
Baldwin and Barth model (Re = 20 million).

fields and pressure coefficient (Cp) along the body. The
simulations considered freestream Mach numbers in the
range from My, = 0.73 to Mo = 1.05 for the transonic
case. As one can see in Fig. 4, there are no large differ-
ences between the pressure coefficient distributions along
the body for the solutions with the different turbulence
models. This figure shows the results for freestream Mach
number M, = 0.85 and Reynolds number of 20 million.
The same comment would be true if one would look at the
pressure contours (not shown) in the field for this case.
This trend is observed in the freestream-Mach number
range of Mo, = 0.73 up to 0.90. B

In the same Mach number range, however, it is pos-
sible to see large differences in the eddy viscosity coeffi-
cient, y, contours computed by the three models. This
is evidenced in Figs. 5, 6 and 7. Figure 5 shows the p;
field obtained in the solution with the Baldwin and Barth
model. As one can see, a very smooth and well behaved
eddy viscosity coefficient distribution is obtained. It is
also possible to observe the thickening of the boundary
layer at the shock impingement point along the forebody
cylindrical section. Moreover, after the boattail region,
the thickness of the region with large values of y; remains
approximately unchanged.

This is in contrast with the results obtained for this
case with the Baldwin and Lomax model, which are
shown in Fig. 6. In this latter case, one can also see the
boundary layer thickening at the forebody cylindrical sec-
tion, as expected. However, the eddy viscosity contours




Copyright © 1998,

by the International Council of the Aeronautical Sciences (ICAS)

and the American Institute of Aeronautics and Astronautics, Inc.

Figure 6: Eddy viscosity coefficient contours for
freestreamn Mach number M, = 0.85 obtained with the
Baldwin and Lomax model (Re = 20 million).

Figure T7:
freestream Mach number M, = 0.85 obtained with the
Johnson and King model (Re = 20 million).

Eddy viscosity coefficient contours for

present some discrete jumps in the region downstream of
the boattail-afterbody cylinder intersection, which can-
not be justified, indicating a fairly erratic behavior of
such contours for the solution with the Baldwin and Lo-
max model. Moreover, the p; profile essentially vanishes
at the expansion corner of the forebody cylinder-boattail
intersection, which is clearly wrong. One should expect
some thinning of the boundary layer and, therefore, a
reduttion of y, levels at such intersection, due to the ex-
pansion, but clearly the boundary layer or the turbulent
effects cannot completely disappear.

The p: distribution obtained with the Johnson and
King model can be seen in Fig. 7. As one could ex-
pect, the u, distribution is smoother than the one ob-
tained with the Baldwin and Lomax model, clearly in-
dicating that the addition of the ODE for the maximum
Reynolds stress has incorporated some history effects into
the model. The inclusion of the history of the boundary
layer development is responsible for the attenuation of
the several jumps observed in the Baldwin and Lomax
contours downstream of the boattail. However, since the
p: profile at each longitudinal station is still a Baldwin
and Lomax-type profile, modified by a multiplying con-
stant, the problem of vanishing u; at expansion corners
still exists.

It is important to observe that this anomalous behav-
ior in the eddy viscosity coefficient distribution for the
Baldwin and Lomax and the Johnson and King solutions
only occurs when the flow is supersonic at the corner.
This can be verified by observing the solution for the
Mo, = 0.73 case, which is shown in Fig. 8 for the Bald-
win and Lomax model and in Fig. 9 for the Johnson and
King case. Both figures also show the p; contours in the
region over the payload fairing. In these cases, the flow
is subsonic at the forebody cylinder-boattail intersection
and one can see that there is no anomalous behavior of
the p; distribution at this corner. Mo;eover, the flow at

7

Figure 8: Eddy viscosity coefficient contours for
freestream Mach number M, = 0.73 obtained with the
Baldwin and Lomax model (Re = 20 million).

Figure 9: Eddy viscosity coefficient contours for
freestream Mach number M., = 0.73 obtained with the
Johnson and King model (Re = 20 million).

the forebody cone-cylinder intersection is supersonic in all
cases, i.e., Figs. 6-9, and the y; distribution vanishes at
this supersonic corner for all four solutions. Although this
behavior may be difficult to see from Figs. 6-9, because
the boundary layer is very thin in the region of interest,
an enlarged view (zoom) of the forebody cone-cylinder
intersection would clearly show it.

For the case with freestream Mach number M, = 0.95
and still considering Re = 20 million, however, significant
differences were observed on the wall pressure coefficient
distributions calculated with the three turbulence mod-
els implemented. These pressure coefficient distributions
are shown in Fig. 10. The results with the Baldwin and
Barth{0] and the Johnson and King[5] models are indi-
cating a much larger separation region in the boattail
than the corresponding results with the Baldwin and Lo-
max model. The physical explanation for this behavior
Is quite clear in this case. For the M, = 0.95 case, the
transonic shock impinges over the body inthe boattail re-
gion. Therefore, not only this shock is stronger than the
one present in the previous cases analyzed, but it also
impinges on the body in a region of adverse pressure gra-
dient due to the boattail-afterbody cylinder intersection.
Hence, the flow separates at the foot of the shock.

The Baldwin and Lomax model is known to add more
¢ than what would actually be correct. Thus, it tends to
numerically prevent the occurence of flow separation or
1t reduces the extension of the separated region. In this

_case, the separation is severe enough that even the Bald- B

‘win and Lomax model is able to capture it, although its
prediction indicates a much smaller separated region. On
the other hand, the correction introduced by the Johnson
and King model predicts lower levels of u; and, therefore,
it allows for a more extensive flow separation. The same
comment could also be made with regard to the Baldwin
and Barth results.

As previously mentioned, typical initial grids used in
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Figure 10: Comparison of pressure coefficient distribu-
tions obtained with different turbulence closure models
for freestream Mach number M., = 0.95 and Re = 20
million.

the present study had 156 x 65 points, and the exter-
nal boundary was located 10 afterbody diameters away
from the body. As the Mach number was increased, the
transonic shock on the cylindrical portion of the pay-
load shroud became stronger and it moved downstream.
Moreover, a second shock began to form at the wall in
the boattail-cylindrical afterbody intersection. These two
shocks merge in a A-type shock, which is stronger and
has created the need to extend the position of the far
field boundary. Tests were performed with this boundary
placed up to 35 afterbody diameters away from the body
for these transonic cases. The number of points in the
normal direction was increased up to 100 points, in order
to maintain the y* value of the first point away from the
body still small enough while keeping the grid stretching
within acceptable levels. An example of the type of prob-
lem which can occur if the far field boundary is too close
to the body in these cases is shown in Fig. 11. This fig-
ure shows results for the M, = 0.95 and Re = 20 million
case for two different positions of the far field boundary.
In the top plot, the far field boundary is located at 10 af-
terbody diameters from the body whereas, in the bottom
plot, it is located at 15 diameters. Clearly, the boundary
is causing interference in the pressure contours in the first
case. Both calculations shown in Fig. 11 were performed
with the Baldwin and Lomax model.

-The most critical cases observed considered the
freestream Mach numbers Mo, = 1.0 and 1.05, since even
solutions with the far field located at 35 body diame-
ters still presented interference in the pressure contours.
The obvious solution would be to extend the far field
position even further. However, as the far field bound-
ary was placed more than 35 diameters away from the
body, the overall point distribution throughout the mesh
became too sparse, motivating some modification in the
grid topology. This modification consisted in reducing the
extension of the computational domain in the upstream
direction while extending it in the lateral direction. A
typical modified grid used is shown in Fig. 12. Good re-

Figure 11: Pressure contours for thé M, = 0.95 and
Re = 20 million case, indicating the effect of the posi-
tion of the far field boundary. Top plot: far field at 10
diameters; bottom plot: far field at 15 diameters.
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Figure 12: Modified grid topology created to study far
field boundary condition interference. Particular grid
shown has 93 x 100 points.
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Figure 13: Comparison of maximum residue convergence
histories for two different far field boundary condition im-
plementations (M = 0.95 and Re = 20 million).

sults were obtained with the new grid topology for the
Mo = 1.05 case, but the interference was not completely
eliminated for the My, = 1.0 case.

Another study performed considered the implementa-
tion of non-reflective boundary conditions at the far field
boundary. These were based on the concept of one-
dimensional Riemann invariants and the implementation
adopted here closely follows the work reported in Ref.
[18]. The basic ideas were to avoid the need of extending
the computational boundary further away from the body
and to solve the problem at M., = 1.0, which could not be
solved even with very large meshes, as described. The ra-
tionale behind these tests was that the interference prob-
lem could be associated with the reflection of outward
going waves due to the imposition of fixed (freestream)
boundary conditions too close to the body. Therefore, the
implementation of non-reflective conditions could help
minimize such effects.

Unfortunately, little was accomplished in this sense,
because the authors were not able to significantly re-
duce the computational domain with the adoption of such
boundary conditions and there was still a problem with
the My, = 1.0 case. However, the use of non-reflective
boundary conditions has yielded an improvement in the
smoothness of the code’s convergence history, as one can
see in Fig. 13. This seems to be an indication that non-
reflective boundary conditions have indeed allowed for a
more correct treatment of the outward going waves and,
therefore, they have increased the robustness of the code.

On the other hand, this also indicates that the previ-
ous anomalies observed in the pressure contours, when
the boundary was too close to the body, were the result
of the extension of transonic perturbations reflected back
into the flowfield. Hence, especially for the most critical
cases, there is a need to treat the far field boundary condi-
tions in an optimum way. Boundary conditions were im-
plemented in this work in an explicit fashion. Therefore,
there is a time lag between the solution update for the
interior points and that for the boundary points, which
should be the most relevant aspect causing the reflection.
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Figure 15: Pressure contours over the VLS forebody for
My = 0.73. Simulation uses a four-block grid. Figure
also shows block interface lines.

An optimum treatment of the far field boundary condi-
tions should consider an implicit implementation of such
conditions for this case.

Multiblock Extension

The first tests performed with the multiblock capability
were an attempt to reproduce results which were previ-
ously calculated0] with the single block code, in order
to validate the present implementation. These are results
for the forebody portion of the vehicle and the single block
grid used in these calculations has been already shown in
Fig. 3. Multiblock computations have been performed for
this configuration using two blocks arid using four blocks.
The four-block results will be presented here. The com-
putational mesh for this case is shown in Fig. 14. This
mesh is essentially equivalent to the one presented in Fig.
3, except that it is topologically divided into four blocks.
Fig. 14 shows these blocks separated solely to facilitate
the reader’s understanding of the block breakup. Simu-
lations for freestream Mach numbers of 0.5 and 0.73 were
performed with the four-block grid. All forebody com-

putations used for comparison in the present case were )

performed with the Baldwin and Lomax(4 algebraic eddy
viscosity model.

Results for the Mo, = 0.73 case are shown in Fig. 15
in terms of pressure contours. The Reynolds number for
this calculation was 20 million, based.on the afterbody di-
ameter. One can observe from Fig. 15 that there is very
good continuity of pressure contour lines across block in-
terfaces. Incidentally, the block interfaces with their two
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Figure 16: Comparison of single block and multiblock
convergence histories (Mo = 0.73, Re = 20 x 10%).

overlapped points are also indicated in Fig. 15. The good
continuity characteristics of the property contour lines
across block interfaces is an indication of the correction
and efficiency of the communication between computa-
tional blocks.

The pressure coefficient distributions along the body
for the respective freestream Mach number cases, either
with two or with four blocks, are completely identical to
the single block solution. These results indicate that, at
least for the forebody flow cases analyzed, the need to
pass information across blocks has not caused any deteri-
oration in the numerical solution. Moreover, the conver-
gence rate of the multiblock solution is completely equiv-
alent to that observed with the single block case. This
can be clearly seen from Fig. 16, which shows the con-
vergence history for the My, = 0.73 case with single and
with multiple block grids. Both computations were run
with the same CFL number, using a variable time step
option available in the code. The results in Fig. 16 are in-
dicating that the explicit treatment of the internal bound-
ary conditions is not reducing the rate of convergence to
steady state in this case. Furthermore, this is an indica-
tion that the present multiblock implementation does not
cause any degradation in the level of solution convergence
possible with the algorithm.

A Study of Afterbody Flows

The previous results provided confidence in the cor-
rect implementation of the multiblock procedure in the
present case. Therefore, the forthcoming tests will con-
sider afterbody flows. A typical multiblock mesh used
for the afterbody flow simulations is shown in Fig. 17.
This particular grid is composed of four blocks. The first
two blocks comprise the complete vehicle up to the base,
the third block includes the region from the vehicle base
until the downstream boundary, with a “height” equal
to the base height, and the fourth block completes the
computational domain in this case.

An indication of the solution improvement obtained by
the use of multiblock grids, for these afterbody cases, is

Figure 17: A typical multiblock grid used for the after-
body flow simulations.

Single block - Baldwin & Lomax

16.0 17.0 8.0 18.0 200 210

Muitiblock - Baigwin & Lomax

19.0 200 210

Muttiblock - Baldwin & Barth
0.717

0.

L RN

160 170 18.0 20,0 210

Figure 18: Pressure contours in the base region for My, =
0.5 and Re = 20 x 10°. Results shown: (a) single block;
(b) multiblock with the Baldwin and Lomax model; and
(c) multiblock with the Baldwin and Barth model.

shown in Fig. 18. This figure compares the solution on
a single block grid, following the work described in Ref.
[20], with the solution on the four block grid presented in
Fig. 17, for the case without a propulsive jet. These fig-
ures present pressure contours at the base and near wake
regions for a freestream Mach number M., = 0.5 and a
Reynolds number of 20 million, based on the afterbody
diameter. Both results with the Baldwin and Lomax and
with the Baldwin and Barth models are presented for the
multiblock case.

The multiblock calculations yielded an increased reso-
lution of the flow features in the vicinity of the vehicle
base, and the results with the Baldwin and Barth model
indicate a more correct position for the rear stagnation
point according to available experimental datal?1l. 1t is
interesting to observe that the results in the top and mid-
dle plots in Fig. 18, although being calculated on very
different meshes, have the same overall appearance. Ob-
viously, the middle plot provides a much better resolution
of flow features due to the use of the multiblock grid. On
the other hand, the middle and bottom plots were cal-
culated on the same mesh, and the results are clearly
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Figure 19: Pressure contours in the base region for differ-
ent Mach numbers and Re = 20 x 10°. All computations
use the Baldwin and Barth model.

quite different. The conclusion is that, aside from the
obvious quality in the definition of the results which is
clearly influenced by the mesh, the factor which is really
defining the topology of the flow is the turbulence model.
As indicated, the Baldwin and Barth results have bet-
ter agreement with the experimental data, as one could
expect considering the results previously shown for fore-
body flows.

Several other cases were run for this all-base afterbody
configuration. The results for some of these cases are
shown in Fig. 19, which presents dimensionless pressure
contours-in the near-wake region. In particular, this fig-
ure shows the results for M., = 0.73, 0.80 and 0.94. All
of these cases used the Baldwin and Barth turbulence clo-
sure model and assumed a Reynolds number of 20 million
based on the afterbody diameter. The results reproduce
the general trend of the expected behavior and provide
good agreement, in terms of rear stagnation point posi-
tion, with data available in the literature?l. As in pre-
vious figures, the block interface lines are shown in Fig.
19 in order to indicate the good contour continuity across
such interfaces.

Pressure contours for a supersonic case with freestream
Mach number M, = 2.5 are shown in Fig. 20. The fig-
ure shows most of the complete computational domain,
including the vehicle forebody. The more relevant fea-
tures of this flowfield are evident from Fig. 20. Finally,
results with a propulsive jet are shown in Fig. 21 in terms
of Mach number contours in the wake/plume region. The
freestream conditions in this case are given by Mo, = 0.5
and Re = 20 x 10°. The jet conditions are Mje: = 1.0,

10

Figure 20: Pressure contours for the M., = 2.5 and Re =
20 x 10° case for the configuration with a power-off base.

Figure 21: Mach number contours in the wake/plume
region for the case with a propulsive jet (Mo, = 0.5, Re =
20 x 10%, Mj. = 1.0, Pjet = 3poo and Tjoy = 2T%,).

Pjet = 3pos and Tier = 2T. Although this figure only
shows the afterbody portion of the flow, it should be em-
phasized that the computation considers the complete ve-
hicle as in the previous cases. The structure of the flow-
field in the vicinity of the jet exit is well defined and it is
in agreement with the expected results for this case.

Concluding Remarks

"The paper presented a study of turbulent flowfields over
the first Brazilian satellite launcher, the VLS. The work
was performed in the context of developing computational
tools that could be routinely used for the prediction of
aerodynamic characteristics of the VLS and similar ve-
hicles. The flowfields of interest were simulated using
the axisymmetric Reynolds-averaged Navier-Stokes equa-
tions with the addition of appropriate eddy viscosity-type
turbulence closure models. Three different turbulence
models were implemented and tested. A patched multi-
block version of code was developed and it was shown to
exactly reproduce forebody flow results which had been
previously calculated with the single block code.

The computational results have indicated that there
are no large differences between the pressure coefficient
distributions on the body, obtained with the different
models, provided that the flow remains attached. How-
ever, the results have also shown that, even for these cases
in which the pressure distributions are essentially identi-
cal, there are large differences in the distribution of the
eddy viscosity coefficient, y,, in the field. The i behavior
for the Baldwin and Barth predictions is smoother and
more consistent with the expected results than the ones
obtained with the other models. In particular, the pe dis-
tribution calculated by the Baldwin and Lomax model is
fairly erratic, which is a direct consequence of the use of
only local information in the construction of the model.

For the cases with flow separation, the predictions ob-
tained with the Baldwin and Barth model are substan-
tially better than those offered by the algebraic model,
even in terms of pressure coefficient distributions. For
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wall bounded shear layers, this difference seems to be
basically associated with the ability of determining the
onset of flow separation. Since the Baldwin and Lomax
model adds more y; to the solution, this has a tendency of
delaying, or even eliminating, flow separation. For wake
flows, clearly there was not much hope that the alge-
braic model could adequately handle the situation. The
present computational results have confirmed this expec-
tation and, for the afterbody flows, the best comparison
with the available data was obtained with the solutions
with the Baldwin and Barth model.
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