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Abstract

Recent research into the problem of allocating flight
control effectors to generate specified moments has ex-
plored techniques that achieve the maximum attain-
able aircraft moment. The contribution of this paper
is to incorporate open-loop control allocators obtained
from such techniques inside a closed-loop dynamic in-
version control law. The combined approach is used to
design the flight control law of a supermanoeuvrable
aircraft.

The simulation results of a velocity roll manoeuvre
are compared with two other most commonly used con-
trol allocation techniques : pseudo-inverse and daisy-
chaining. When the controls reach saturation, it is
shown that the use of moderate sideslip can signifi-
cantly increase the attainable moment subset at high
angle of attack flight regime.

A p-analysis is conducted to assess the stability ro-
bustness of the control law to modelling uncertainties.

Nomenclature

%4 Airspeed

a, B Angle of attack and sideslip
D, 4,7 Body-axis roll, pitch and yaw rates
Dw Wind-axis roll rate

7 Velocity bank angle

Structured singular value

vy Flight path angle

Ny, , Nz, Lateral and normal load factors
O Horizontal tail deflection

da Aileron deflection

or Rudder deflection

Sty Thrust-vectoring

z State vector

u - Control inputs vector

Y Controlled vector

Q Angular rotation rate vector
m Moment vector

I;,1,,I, Moments of inertia

c Reference length

S Reference area

q Dynamic pressure

Subscript F

¢, emd Commanded
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Introduction

A significant work has been published using non-
linear dynamic inversion methods as an approach to
design flight control laws for supermanoeuvrable air-
craft. The methodology is based upon straightforward
manipulations of the equations of flight mechanics from
which state-dependent forces and moments for the con-
trol to generate can be specified. The last step in dy-
namic inversion is to solve for the control vector which
is constrained to certain limits. This is referred to as
constrained control allocation.

The pseudo-inverse has been a standard method for
solving control allocation problems due to the ease with
which it can be calculated. However, for arbitrary
moment demands, that method cannot yield solutions
that attain the maximum available moment without
violating some control constraint.

Recent research into the problem of allocating flight
control effectors to generate specified moments has ex-
plored techniques that achieve the maximum attain-
able aircraft moment!=%. For a supermanoeuvrable
aircraft, it is indeed natural to find the proper com-
bination of controls which produces the demanded mo-
ment for manoeuvring while maximizing the margin of
control power available for stabilization. -

The contribution of this paper is to incorporate con-
trol allocators obtained from such techniques inside a
closed-loop dynamic inversion control law. This paper
is organized as follows: The structure of the inverse
dynamics controller is first introduced after a short re-
view of the main features of the dynamic inversion tech-
niques. The linearizing transformations which lead to
the expression of the moments for the controls to gen-
erate are then developed. The section following de-
scribes the problem of control allocation in geometric
terms and presents the so-called ’direct method’ which
solves for the controls. In the next section the simula-
tion results of a velocity roll manoeuvre are compared
with two other most commonly used control allocation
techniques: pseudo-inverse and daisy-chaining.

The use of sideslip to extend the attainable moment
subset is then investigated. Finally, as dynamic inver-
sion control techniques are not inherently robust, a u-
analysis is conducted to assess the stability robustness
of the control law to modelling uncertainties.
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Non-linear Dynamic Inversion Control

Among the specific methodologies for the control of
systems described by non-linear mathematical models,
dynamic inversion is certainly the most widely investi-
gated by control researchers in the last three decades.
A complete theory is now available for the design of
feedback control laws which render certain outputs in-
dependent of certain inputs (disturbance decoupling
and non-interactive control) or which transform a non-
linear system into an equivalent linear system (feed-
back linearization or dynamic inversion).

As the input-output behaviour of the resulting state-
feedback resembles that of a linear time-invariant sys-
tem, any linear control design technique can be applied
to achieve the design performance.

There have been many applications of non-interacting
control and feedback linearization to aircraft flight con-
trol problems®~17. The main advantage of this tech-
nique is that the use of a single equivalent linear sys-
tem requires minimal gain scheduling effort to pro-
vide desired handling qualities over a wide range of
flight conditions. Traditional aircraft control designs
have to rely on many locally linearized models obtained
throughout the flight envelope of the vehicle, with lin-
ear controllers synthesized for the set of resulting lin-
earized models.

As shown on the block diagram of Fig. 1, the con-
troller has been split into three main blocks: linear
time-invariant dynamics resulting from feedback lin-
earization, non-linear inverse dynamics which yield the
moments for the controls to generate, and control al-
location which distributes the effort between the avail-
able control effectors.

LINEAR
DYNAMICS

INVERSE

PLOT
COMMANDS
———4 FLTER }——u4 "1 ovnamics F—t ACTUATORS f—

CONTROL
ALLOCATION

SENSORS

Figure 1: Non-linear inverse dynamics control system

After shaping and filtering, the pilot command vec-

tor is defined as

Yemd = (QCmda Pwemd, ﬁcmd)T
where ¢emq is the commanded body-axis pitch rate,
Pwemd 18 the commanded wind-axis roll rate, and Bema
is the commanded sideslip angle.

Pitch rate commands required for the limitation of
angle of attack ¢qaiim and normal acceleration ¢, are
also generated. The pilot pitch command is therefore
saturated following

qec = min(q::mda Qalim, ‘Inlim)

Assuming that there is sufficient’ time-scale separa-
tion between the translational and rotational variables,

the calculations of the linearizing transformations can
be simplified by using singular perturbation theorv!?.
The body-axis angular rates commands p., q. , and r,
are thus used as control inputs to the system driving
the sideslip and the angle of attack. Indeed, as & and
f are affine in p, ¢q, and r, a non-linear inverse can
be easily defined. The commanded body-axis roll and
yaw rates can be solved from the following algebraic
equations

Pwemd (pecosa + resin )

1
cos B
a%(nza + cos-ycos u) tan 3
De SIN @ — T COS &
+!‘;—(nya + cos ysin )

The required pitch rate for angle of attack limitation
is given by

w,ﬁ(ﬂcmd - ﬂ)

I

= WalQmaz — @) + (pccosa + resina) tan

Jalim

v cis 7 (n;, + cosvy cos )

The same expression is used to calculate the required
pitch rate for normal acceleration limitation, the maxi-
mum angle of attack a,,,, being in that case a function
of the dynamic pressure. The frequencies wg and wq
will be scheduled such to fulfill the handling qualities
requirements over the entire flight envelope.

It should be noted that the use of the acceleration
components n,, and n,, in the expressions of the com-
manded angular rates prevent from neglecting the con-
trol effects in the equations of forces as usually done.The
angular rotation accelerations given by the equations
of moments

. p
Q=1 ¢
7

= f(z,u)

are now shaped to the following desired dynamics

wp(pc - p) + w?ﬁ(ﬂ - ,chd) -l
welge — q) J

wp(re —7)

fa

These dynamics are the actual closed-loop input/output

relation after applying feedback linearization to the set
of equations of moment. It is important to note that
the desired dynamics contain a coupling term between
the lateral and the directional axes corresponding to
the dihedral effect. A strict decoupling would lead to
excessive control activities. The frequencies wy, wy, wy,
and w,s will be scheduled such to fulfill the handling
qualities requirements over the whole flight envelope.
To solve for the control vector u such that

f(:l?, 'll.) = fd

at any operating point, we consider only the moments
to generate by the controls, after eliminating all the
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other aerodynamic and inertial moments. Thus we
define the commanded moments generated as pseudo-
control variables

ma = fq — f(z,u0)
where ug is filtered from the instantaneous control, i.e

uo(s) _ 1
u(s) 1+7s

The next section addresses the problem of the allo-
cation of the controls to the generation of the above
specified body-axis moments. The control inputs to
the vehicle, a model of a supermanoeuvrable fighter
aircraft, include the horizontal tail ., the differential
aileron d,, the rudder 4, and the pitch thrust-vectoring
dtv. The allocation of effort between these control sur-
faces can be accomplished by a variety of methods.

Control allocation

This step in dynamic inversion is to solve for the

control vector which is constrained to certain limits

Uimin S U < Uimae 1= 1,...,1

Amplitude limiting of actuators are non-linearities that
cannot be treated by most non-linear control design
téchniques, e.g. dynamic inversion. Methods based
. on time-optimal control do not saturate but remain
difficult to be incorporated in flight systems. Progress
has been made in designing systems that consider these
saturations. The concept of tracking a less aggressive
reference as a means of avoiding saturation has been
proposed. It consists of designing a control loop that
modifies the error signal (difference between the pilot
command and the actual response) so that saturation
does not occur'®. Another approach is based on a gain
scheduling by Lyapunov functions!®.

As the dynamicinversion technique used herein spec-
ifies instantaneous moments for the controls to gen-
erate, it is natural to find the proper combination of
controls which produces the demanded moment while
maximizing the margin of control power available for
stabilization. Recent research into the problem of allo-
cating flight control effectors to generate specified mo-
ments has indeed explored techniques that achieve the
maximum attainable aircraft moment!—%. The contri-
bution of our work is to incorporate open-loop non-
linear control allocators obtained from such techniques
inside the closed-loop dynamic inversion control law
developed above.

The so-called ’direct method’ consists of two parts:
the determination of the attainable moment subset

’l)

®= (mluimz’n LU L Uimar =1, ...

where i

m:f(x,u)—f(:z:,uo)

Figure 2: Admissible controls

and the calculation of the controls that yield moments
within and on the boundary 3(®) of that subset with-
out violating the control constraints. Then, given some
desired moment my

mg = fa — f(,uo)

the problem becomes finding the controls u that gener-
ate that moment for the largest possible magnitude of
m in the direction mg4. A geometric approach is intro-
duced which consists of the identification of the point
of intersection of the line in the direction of the desired
moment my with the boundary of the attainable mo-
ment subset, the calculation of the controls that gener-
ate that intersection, and finally scaling of the controls
in proportion with the desired moment.

Two-Moment Problem

For the purpose of illustration of the method, let us
consider the three constrained controllers

u= (Jediffydaaér)T

differential horizontal tail, differential aileron, and rud-
der (Fig. 2). Associated with these controllers we con-
sider the two-dimensional space whose coordinates are
the third and second components of m. The moments
are normalized with respect to ¢Scl, and §Secl, respec-
tively and are denoted C, and C; (Fig. 3).

The points corresponding to the limit values of the
controls are called vertices, and numbered according to
a binary representation, a ’0’ in the sth significant fig-
ure of the binary number indicates that the 7th control
is a minimum, and a ’l’ indicates a maximum. For ex-
ample, the vertex corresponding to deqifs = +20 deg,
ds = —20 deg and 6, = —20 deg is binary 100, or
decimal 4 as illustrated in Fig. 2.

The moments produced by constrained controls may
be expressed as a mapping of the subset of constrained
controls into the moment space. This results in a closed
subset of attainable moments.

In Fig. 3, each point of the figure represents the
moment generated by a combination of three controls
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Figure 3: Geometric inversion

at one or the other of their constraints. The boundary
O(®) of the attainable moment subset is represented
by the convex polygon 0-1-3-7-6-4. All the other points
are inside the boundary and not represented. When the
number of controls is greater than the dimension of the
moment space, there are infinite combinations of ad-
missible controls that generate moments in the interior
of the attainable moment subset, but on the boundary
the combinations are unique. Based on this result, the
direct method calculates admissible controls in the in-
terior of the attainable moment subset as scaled-down
versions of the unique solutions on the boundary and
provides continuous solutions for continuously varying
moment demands.

The desired moment, is expressed under the normal-
ized form

myg = |md|nid
where
[mg| =1

Let m; and my the two moment vectors of the bound-
ary 0(®) which define the edge miy = my—m; to which
the desired moment vector my is pointed. At the inter-
section of the half-line in the direction of my and the
facet miq, we have

amg = my + bmya

with a > 0 and 0 < b < 1. At this point the control is
given by _

u* = uy + b(ug ~ u1)
where u; and us are the controls associated with my
and my respectively. Defining the components for the

moment vectors
1 ¥ 1
my _ | M2
2 mi2 = 2
my mia

1
mg = mg my =
my

Cm ol

Figure 4: Boundary of the attainable moment subset

yields

1
—";12
mia

my
2
my

HEEREANE)

The desired combination of controls is finally

u = ku*
with
p = mal
a

Three-Moment Problem

The solution to the three-moment problem is less
trivial. The difficulties concern the determination of
the boundary of the attainable moment subset, and the
identification of the applicable part of the bounding
surface, that is the facet where the desired moment
points to. The method for determining these surfaces
is taken from Reference 2.

Once the applicable part of the bounding surface is
identified, the determination of the controls that gen-
erate a desired moment on the surface of the attainable
moment subset is easy. Assume that the facet is de-
fined by the vertex m; and the edges m;; and m;, the
intersection with the desired moment my is calculated
from the equation

amy = m; + bmy; + cmyy
where My is the unit vector in the direction of my4 and
a>0 0<b<1 0<e<1
This yields

1/a
bja | =
¢/a

At the intersection, the control is then

[ mi my; m ]—l'fﬁd

u™ = u; + bug; + cuig
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where u;, u;;, and u;, are associated with m;, m;; and
m;, respectively. The desired combination of controls

is finally
u = ku”
with v
o — madl
a

Fig. 4 and Fig. 5 show the results of a five-control,
three-moment problem. The flight condition at which
the moment subset is determined is 100 KCAS, altitude
30,000 ft and 50 deg angle of attack.

The control inputs vector is

u= (Jtu s 6eright, 5eleft; a, 51’)T

with the following limits: thrust vectoring &, = +20
deg, right horizontal tail derighs = 40 deg, left hor-
izontal tail deies; = 40 deg, aileron §, = +30 deg, Figure 5: Boundary of the attainable moment subset
and rudder §; = +30 deg. For all controls, the effec-
tiveness varies non-linearly with the deflection. Inter-
ference from different control deflections results also in
changes in effectiveness. By considering the combina-
tions of the controls only at one or the other of their
constraints, the mapping of the subset of controls into
the moment space leads to a polytopic approximation
of the boundary §(®). 20 -

In Fig. 4, the desired moment is within the bound-
ary. To aid in visualisation, the facet the desired mo-
ment vector points to has been greyed. We find the
controls that generate the point of intersection and we
scale down the controls with the factor k. The result
is

Horizontal Tail

u = (—16.78; 13.82; —33.55; 3.55; 33.55)7 (units : deg)

In Fig. 5, the desired moment is outside the bound-
ary, then no combination of controls can generate it,
and we take the controls that generate the intersection
as being the best that can be done

Rudder

u = (20; 3.47; ~14.52; 30; —40)7
The thrust vectoring is at its maximum +20 deg,

the aileron at its maximum +30 deg and the rudder at wl
its minimum -40 deg. ) -

Simulation results

S

Thrust Vectoring

The simulation includes the six degree-of-freedom
non-linear dynamics of the aircraft, limits on control - -1
surface deflections and rates, and aerodynamic coeffi-
cient obtained from look-up tables as functions of angle
of attack. 3L . : . . sec

The application consists of an on-line calculation 0 2 4 6 8
of the feedback linearizing transformations including
bandwith scheduling, on-line determination of the at-
tainable moment subset at any flight operating point,
and on-line control allocation using the direct method.

Figure 6: Control time histories
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Figure 7: Daisy-chaining allocation

The control law was tested for a roll manoeuvre
about the velocity vector at low dynamic pressure (100
KCAS, altitude 30,000 ft) and 50 deg angle of attack.

The time histories of the control deflections are plot-
ted in Fig. 6. The left horizontail tail and the left
aileron are plotted in dashed lines. The step command
in roll rate was chosen such to put the control surfaces
to saturation. It is seen indeed that between { = 3
and 4 sec, the demand exceeds the capabilities of the
controls. The contribution of the different control sur-
faces deserves some explanation. The rudder saturates
during the roll because at 50 deg angle of attack, its
effectiveness is considerably reduced. The yawing mo-
ment required to coordinate the velocity roll is then
generated by a differential deflection of the horizontal
tail. This produces however an opposite rolling mo-
ment, and therefore an additional deflection of aileron
is necessary. The maximum roll rate is then obtained
at the saturation of the aileron. Thrust-vectoring in
pitch is little used because the horizontal tail is still
effective.

Two other methods of control allocation were also
simulated for comparison: pseudo-inverse and daisy-
chaining.

The pseudo-inverse has been a standard method for
solving control allocation problems due to the math-
ematical ease with which it can be calculated. The
solution minimizes the Euclidean norm of the control
vector. After linearizing the equations of moments

f($7 u) - f(x7u0) +g(IE, UO)(U - U())

where g(z,uq) is the linearized control effectiveness
matrix, we solve for the desired moment

f(xau) = fd

to obtain the control

u = up + Tlg(z, uo)TI[fa — f(z, uo)]

where ! denotes the pseudo-inverse.

We scale the control deflections by means of a weight-
ing matrix 7" according to their relative effectiveness
and according to the flight conditions. For arbitrary
moment demands, the pseudo-inverse method cannot
yield solutions that attain the maximum available mo-
ment without violating some control constraint?. An

1-Thrust vectoring . . .
2-Right horiz. tajl“4-Right aileron 6—Right rudder
horiz. tail 5-Lé€

3-Le aileron 7-Letft rudder

100

Amplitude %
5 8 8

n
(=]
T

o

pseudo-inverse
daisy chaining
M : direct method

Figure 8: Control activities

optimization procedure can be performed by adjusting
the elements of the weighting matrix until a desired
performance is reached.

At high angle of attack, the effectiveness of the rud-
der is reduced and the pseudo-inverse yields a mini-
mum deflection solution, which is opposite to the one
provided by the direct allocation method (Fig. 8).

The daisy-chaining method involves the separation
of the available controls in two or more groups. As
any of the controls in the group being applied reaches
saturation, that group is held in its last position and
another group is brought on line to continue generating
the required moments. For the present application, two
groups of control are selected. The first one u; includes
three aerodynamic controls: symmetric horizontal tail
desym, differential aileron 4§, and rudder 6. The second
one uy includes pitch thrust-vectoring 6;,; differential
aileron §, and differential horizontal tail dqifs. At
high angle of attack, the pitching control moment is
supplied by the thrust-vectoring, and the yawing con-
trol moment is supplied by the differential horizontal
tail. The block diagram of the daisy-chaining alloca-
tion is shown in Fig. 7. To solve for

f(.’t,u) = fa

the equations of moments are linearized with respect
to the controls

f(:l:,'u) = f(.’c,’lto) +g(2:, UO)(u - uO)

For a given moment to be generated, the aerody-
namic controls are first used to the point where one or
more controls are saturated

H1Au1
l9(z, wo) Hi] M fa — flz, uo)]

U—1Uu =
Au1 =
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— : with sigeslip

- — - without sideslip

Cl

Figure 9: Extended attainable moment subset

Then the second group is brought to bear

ua = ug+ HAug
u—uy = HoAus
and

Auy = [g(z, u§) Ho) " [fa - f(z,u0) — g(z, uo) HiAuy)

, When none of the aerodynamic controls of the first
group are saturated, we have Au; = 0.

From Fig. 8, it is seen that both the direct method
and the daisy-chaining method have the highest control
activities.

Daisy chaining cannot access all the attainable mo-
ments while the direct method can*. To reduce the con-
trol actuator rates demand, one solution consists of ap-
plying the direct method to moment-rate allocation®.
But there is a flexibility in choosing the rate demand
characteristics only within the strict interior of the at-
tainable moment subset.

Extension of the attainable moment subset
To achieve high performance it is necessary to use all
the available control power, but saturation can lead to
instability. It is then required that the control does
not remain in saturation if saturation occurs. For the
velocity roll manoeuvre at high angle of attack, this
can achieved by applying a sideslip command order.
The attainable moment subset plotted in Fig. 9 shows
that the use of sideslip provides an extended region
of controllability in roll and yaw?°. The dashed line
boundary represents the case where there is no sideslip.
The solid line boundary corresponds to a +5 deg of
sideslip.

The vertices corresponding to the limit values of the
controls are numbered according to a binary represen-
tation, a ’0’ in the ith significant figure of the binary
number indicates that the ith control is a minimum,
and a ’1’ indicates a maximum. The controls are ar-
ranged as follows

Differential Horiz. Tail

Aileron

Rudder

Sideslip

Figure 10: Control desaturation

(Jediffyaa:‘sr) when ﬂ = O’ and

(Bemd; Oediff,64a,0,) when 8 # 0.

We also plot in Fig. 9 the stability-axis moment
coefficients

I .
Cpcosa— =ZCisina
x

c; =

Cf = (Cicosa+ %Cn sin o)

2 cos 3

which are representative of a yaw acceleration and a
roll acceleration about the velocity vector that can
be generated by the controls. The intersection of the
Cy, axis (mixed line) with the attainable moment sub-
set boundary determines the capability of sideslip con-
trol without induced roll. The intersection of the C}

-axis (dashed line) with the attainable moment subset

boundary determines the capability of velocity roll con-
trol without induced sideslip. We now illustrate the
above analysis by means of a simulation of a velocity
roll manoeuvre (Fig. 10). The step command in roll
rate was chosen such to put the control surfaces to sat-
uration (mixed lines). The left horizontal tail and the
left aileron are not plotted in the figure. It should be
noted that the transient sideslip is very small during
the roll.
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Figure 11: LFT of the pametric perturbated model

Now, by applying the direct allocation method to
the attainable moment subset generated by the four
controls (Bemd, Sediff,0a,0r), @ commanded sideslip is
calculated on-line. The control time histories (solid
lines) show clearly that the controls do not remain in
saturation.

, Robustness Analysis

Dynamic inversion control techniques are not inher-
ently robust. A stability robustness analysis is then
conducted to check the tolerance of the controller to
model uncertainties.

A linearized model of the aircraft (A4, B, C) with its
controller K is used to assess the robustness of the
controller. Linear Fractional Transformations (LFT’s)
provide a general concept to include uncertainties on
transfer matrices or state space realizations?!. To de-
rive an LFT representation, the invariant part of the
model and the uncertain part are separated. Most of
the existing work on robust analysis view model un-
certainties as fractional variations of the design-model
parameters. Each of the unknown elements of the ma-
trices A+JdA and B+ 463 are thus expressed under the
form

a;(140456%) i=1,.n j=1,..,n
bR (1+Budd) i=1,.n k

a;; =

=1,..,

bir =

where the elements a?; and b?k

i of the matrices A and
B are nominal values assumed to be constant, o;; and
Bix are nominal dispersions, and 6%, 1651 < 1 and 88,
|6%] < 1 represent normalized uncertainties and are
diagonally augmented in the perturbation matrix A =
diag(...6%...65...).
Fig. 11 shows the LFT representation of the closed-
loop plant. !

0.6

o
th

o
ES

Structured Singular Value
o ©
N W

0.1

Frequency (rad/sec)

Figure 12: SSV. Lateral controller

z and w are the inputs and outputs of the uncer-
tainty block A, and W; and W, are weighting matri-
ces. The LFT structure can be created using Morton’s
method?2. For the present application, we write the
closed-loop state space model as:

= (A-BKC)z+(§A—36BKC)z = Fz + Wiw
= Cz

As
w= Az

and
z = WQIL‘

the weighting matrices W; and W, can be obtained
from
Wi1AW, =8A - §BKC

Then the matrix that represents the system inter-
connection structure is given by

M(s) = Wa(sI — F)™'w;

The structured singular value of the complex matrix
M with respect to the set of uncertainty matrices A is

p(M) = [inf(k € [0, 00]/3A : det(I — kAM) = 0)]}

The fundamental result concerning robust stability
analysis using p is that the system remains stable for
any A if and only if:

YVwe R pu(M(jw)) <1

p(w) ™! represents the size of the smallest parameter
perturbation which brings one closed-loop pole on the
imaginary axis at +jw. Robust stability is therefore
guaranteed for any J; such that |d;] < min(p(w)™?).

The p-plot of the lateral controller is shown in Fig.
12. The linearized aircraft model is at 50 deg angle
of attack. The nominal dispersions a;; and f;; vary
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between 20 percent and 50 percent depending on the
elements of A and B. The solid line represents the
p-plot of the dynamic inversion controller. Since the
structured singular value is less than one at all frequen-
cies, the stability robustness is met. Furthermore, as
the maximal value is about 0.5, stability is guaranteed
for uncertainties which are almost twice the nominal
dispersions. For comparison purposes, the u-plot of a
LQ controller is represented by the mixed line in Fig.
12.

Stability robustness can be further improved by syn-
thesizing a robust, outer-loop controller around the
dynamic inversion inner loop. It is well known that
integral control improves robustness to parameter un-
certainties and helps to eliminate steady-state tracking
errors. A common approach is to design the outer-loop
using structured singular value techniques'3—14,

Conclusion

In this paper, we have introduced an approach to
design flight control laws which combines a non-linear
dynamic inversion method and a non-linear geometric
inversion for control allocation. The controller incor-
porates the full non-linear inertial dynamics and aero-
dynamics into its design. The method of control al-
location guarantees the maximum generated moments
within the control constraints. The methodology re-
quires little scheduling effort with flight conditions.

The control design has been applied to a model of
a supermanoeuvrable aircraft. The simulations which
have been performed show the good performance of the
closed-loop control allocation technique.

A p-analysis is used to check the stability robustness
of the dynamic inversion controller. It proved the sta-
bility of the controller despite parameter uncertainties.
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